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The orthogonality and completeness conditions of group representation theory are shown to provide 
complementary orthononnality relations for weighted double coset matm elements. The double coset 
matrix elements are appropriate for symmetry adapti<ln of the basis to two subgroup sequences using 
the double coset decomposition H "G/K. When applied to the symmetric and unitary groups, the 
double coset matrix elements assume the role of recoupling coefficients. The orthonormality properties 
give nontrivial relations between coefficients coupling tensors of different rank and/or different 
dimensions. 

1. INTRODUCTION 

In a series of papers, 1,2 hereafter referred to as I 
and n, we have been investigating the properties of 
double coset matrices in irreducible representations 
of a group symmetry adapted to different subgroup 
sequences. Double coset decomposition of a group is 
not only important for establishing mathematically 
unique labels, but is often dictated by the physical sig
nificance of the subgroups. With the shell model of 
identical particle systems in mind, we have directed 
our attention in particular to the symmetric group. 
Due to the intertwining of the symmetric group algebra 
with the algebra of the general linear group via Mh 
rank tensor representations, several nontrivial rela
tions between recoupling coefficients in SN and GL{n) 
for different rank N and dimension n have been shown 
to follow from the orthogonality properites associated 
with these double coset matrix elements (DCME). The 
orthogonality properties of the DC ME as used in I ex
press the assumed (for compact or finite groups) 
unitarity of the matrix representation and the group 
orthogonality condition. The group completeness condi
tion, although noted, was restricted to a consideration 
of class characters in representations symmetry adapt
ed to identical subgroup sequences. The purpose of 
this paper is to show the completeness condition re
quires no such restriction and leads to complementary 
orthogonality properties that express the unitarity of 
the transformation between induced matrix representa
tions known to be equivalent as shown by Mackey. l 

Any finite (or by extension any compact) group can be 
decomposed into a union of disjoint double cosets with 
respect to any two of its subgroups as 

G= U HqK= UKq-1H. 
q q 

In a representation symmetry adapted to the subgroup 
sequences 

G ..... K~q-1HqnK=qL 
..... H~ HnqKq-l=L~ 

for the left (lower) and right (upper) indices, the double 
coset matrix elements have been shown to have the 
form 

[ A q J - a I~j IA/a [A Aj] () 
fA IA;m' At jAjm - ",'", IA jA, • 1. 1 

H""'e 71., lA, AJ , IAJ label the irreps of the correspond-
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ing groups G, H, K, and L. 

The orthogonality relation over the group G was 
shown in I to require ortbonormality of the form 

{
hk[A][ A] } 1/2[A A 1 
gdq[IA~[{J1 ,A ,i}J (1.2) 

when summed over q, iAj' where [AJ denotes the dimen
sion of the irrep and g, h, k, and dq are the orders of 
the groups G, H, K, and L, respectively. This is in 
addition to the orthonormality implied l;>y the unitarity 
of the form Eq. (1.1) as given in Eq. (2.1). 

The well-known orthogonality and completeness con
ditions in the representation theory of finite or com
pact groups requires the unitarity of the g-dimensional 
square matrix 

with rows and columns deSignated by the sets (Amn,c.). 
This is in addition to the unitarity of the [A}-dimen
sional square matrix I; K"I J with rows and columns 
designated by the sets (m, n). Similarly we show the 
completeness condition along with the group orthogonal
ity relation requires the unitarity of the weighted 
DCME in Eq. (1. 2) with rows and columns designated 
by the sets {A,q JAJ }. The weighted double coset matrix 
can be conSidered as the unitary transformation be
tween representations equivalent by Mackey's 
theorem: 

[AJ t G]. H "'~ [Aj f qL :o:Lq1 t H. 

The theorems and their proofs are given in Sec. 2, 
while Sec. 3 compares the result given here to a much 
earlier result by Frame. 4 To the author's knowledge 
this is the only other published report dealing explicitly 
with special properties of matrices representing double 
coset elements. 

2. ORTHOGONALITY RELATIONS 

Theorem: The double coset matrix (DCM) [~ ).i. J is 
unitary with the irrep labels (i"-, Aj) designatiJg ~~e 
rows and columns respectively. 

Proof: The theorem follows directly from the 
unitarity of the matrix representation of.finite groups. 
From Eq. (1.1) we obtain 
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Therefore 

6 [A AjJ[A A;J* -<'iA A' QED (2.1) 
IA IA IAj jA JAJ - J}. 

Theorem: The weighted DCM 

{ 
hk(A][ A ]}1/2[A A] 

gdocd<] IA j~j 
is a square unitary matrix with the labels (A, q IAj) 
designating the rows and columns respectively. 

Proof: The group orthogonality relation Eq. (2.3) of 
I requires that 

6 hk[A][IAj] [A Aj][A' Aj]* _<'iA'~ (2.2) 
IAlo gdo[/AJ[Aj J jA jAj jA jAj - • 

The group completeness condition requires the remain
ing orthonormality. Under the decomposition 

___ K- q-1Hqn K:=°L 
G ...... H-HnqKq-l:=L 

o 

a general element g E G belongs to a unique double 
coset but the specific g=hqk is not unique in the (h,k) 
pair. However, for a given choice of (left, right) coset 
representatives H/Lq = CJ, oL'K = T the specification 
g= a(lq)qT= aq(ol)T with Io = q(ql)q-l:= I is unique. The 
completeness relation requires 

6 ([A])[ A aIqT] [ A 
A jA'm'Ajn' g IA'm' A;n' jA'm' 

= <'io",,<'iI'I<'iq'O<'iT'T' 

Multiply both sides by 

[~ IA~~/J *L:Jn" I':] 
and sum on CJ, I, l', and T'. USing orthogonality in H 
and K, one obtains on the left 

.6 hk[A] [A Al][ Al TJ [A Aj J* 
A g[jA][Aj] IA IAj jAJm" n IA IA; • 

Using orthogonality in L, one obtained on the right 

<'iIA; IAja ~[IA a' J* [Aj TJ 
qq'llAj ] m IAjn' jA;m' n • 

Since these expreSSions are equal for general a' and T, 

one obtains 

6 hk[A][IAJ] [A AjJ[A AJJ* =<'i <'ijAjjA} (2.3) 
A gdq[IA][AJJ jA IAJ IA IA; q' q • 

Bysetiingq=q', IAJ=/A;, and summing Eq. (2.3) over 
IAi' q and using Eq. (2.2) for a fixed lA, Aj one obtains 
an equality for intertwining numbers 

.!) (lA, Aj tG) =6.!} (lA, AJ +L), 
o 

showing the adjusted DCM to be square, and the theorem 
is proved. 
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It is interesting to note that various combinations of 
the above orthogonality relations give some well-known 
results in the theory of induced representations: E.g., 

or 

A~ for A=A', 6[AJ]X Eq. (2.2) gives 
AJ 

~ hk[A][IAj] _ .' ~ hk _ . 
U d(A1 -[A],l.e"u-d _1, 
"IAJ ~ q log 0 

B. for IAJ=IAj, 6[AJ JX Eq. (2.3) gives 
AJ 

hk[tll6 [A]=6 [A ] 
gdq IA A AJ J 

~ [AJ=f[IAJ and ~ [Aj ]=:' [IAj] 

as required by the Frobenius reciprocity relation, and 

C. for AJ=AJ, '6 XEq. (2.1) gives 
AJ 

.!}(A+HAJt H)=.!} (H, IAjt K), 

as required by Mackey's theorem. 

3. DISCUSSION 

Frame has demonstrated certain modified double co
set coeffiCients p~s,<n /nt,:)1/2 form a Ilst dimensional 
square matrix with rows and columns deSignated by 
(01, /;"). Here we wish to show that this is equivalent to 
Eq. (2.2) and Eq. (2.3) for the case IA=IAO, Aj=AJ. 
The superscript AO indicates the one-dimensional totally 
symmetric irrep of the corresponding group. For this 
purpose we give the following identification between the 
notation adopted by Frame and that used here: 

Frame: Ht, HS
, 01, !;;:=jpa, fp*, 1)~s, pt,:o flSt. 

This work: H, K, q, A (and multiplicity labels-see 
below), [A], 

g (hk)1/2 [A AO ] . 
d
-, --d- 0 Jo ,:0 = number of DC. 

o "IA IAj 0 

With this change in notation the unitarity expressed in 
Frame's article is the same as stating 

{
[A]hkl1/2

[ \ AJ
o
] 

gd. J IA IAj 

is a square unitary matrix of dimension L. with rows 
and columns deSignated by (A,q). The restriction to the 
one-dimensional totally symmetric irreps of the sub
groups is due to the fact that symmetry adaption to the 
subgroups as used in Frame's article is determined by 
diagonalizing only the idempotents associated with these 
irreps [Eqs. (4.7) and (4.8) of Ref. 4]. Frame allows 
for possible multiple occurrence of these irreps in the 
subduction of the irrep F j on the subgroups; i.e., 
F J + Ht contains the totally symmetric irrep of that group 
11-; times. The multiplicity labels thus take values p 

"'" Il~, a"'" 11-; with L.JIlJfj=g/ht and L.jfl;fJ=g/h
s

• These 
multipliCity labels have been suppressed in our notation 
and, of course, would have to be included as discussed 
in 1. 

The DCME of the symmetric group under the decom
position 181 jS N \S N/I8IJS Ni are recoupling coefficients of 
the outer prhduct and in I were shown to be identical 
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with the recoupling coefficients of the inner product in 
the unitary unimodular group. In n these same coeffi
cients have also been shown to be DCME of the unitary 
group under the decomposition 01 U(ln)\U(n)ft9 J U(nJ). The 
double coset analysis used in n is similar to that used 
by WignerS in giving a generalized Euler angle param
etrization to certain subgroups of GL(n) that contain 
U(n). An analogous extension of the proofs in n to these 
groups can be made. The orthonormality relations re
lations reported here can be applied to these recoupling 
coefficients with respect to double coset decomposition 
of the symmetric group and the unitary group. With 
certain choices the sums can ,be limited so as to allow 
direct evaluation of some of the DCME. The results of 
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such considerations will be reported in a future 
communication. 
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We generalize the notion of P-representation, introducing a space of generalized functions, such that every 
Hilbert-Schmidt operator has a P-representation. Then we extend that notion to another space of 
generalized function, such that every bounded operator has a P-representation. 

I. INTRODUCTION 

Let {I n)} denotes an orthonormal basis in an infinite 
dimension separable Hilbert space H; the coherent 
states 1 a) in H are defined by 

a being a complex number. 

Let A be a linear operator in H, a P-representation 
of A is a weak integral over the complex plane such 
that A=wf P(a)1 a)(alifa, where 1 a)(al is the projector 
on the one-dimensional subspace generated by 1 a), 
pea) is a complex valued· function, tPa=dxdy, if a=x 
+ iy, and dx is the Lebesgue measure on the line. 

This representation was firstly established by 
Sudarshan1 for certain "denSity matrix" operators. Then 
it has been proved that every "denSity matrix" operator 
does not have a P-representation but is a uniform limit 
of operators having a P-representation. 2-4 

In what sense can we generalize this representation 
in order that every operator has a "generalized" P
representation? 

Miller and Miskhin5 gave a partial answer to that 
question. They considered the function pea), in the 
P-representation, as a generalized function in Z' (the 
space of Fourier transform of compact support distri
butions) and proved that every bounded operator has a 
P-representation. They established their results using 
Fourier transform techniques; they considered the ex
pression (cfl I a)(a 141) pea) as the product of a function 
by a distribution the whole acting as a functional on Z. 
But in that case we do not have a weak equality of the 
type 

(cf>, A 41) = J (cf> / )(a /41) P(a)tPa; 

indeed the function (cf> 1 a) (a 141) is not in Z. And as 
Cabin6 pointed out this representation is mainly related 
to the kernel representation of Glauber7 and cannot be 
considered as a generalization of the P-representation. 

In this work we consider the linear space generated 
by the functions (cf> 1 a)(aI4J); we study the possible 
Hilbertian topology on that space, and, using the tech
niques of Hilbert space with negative norm, we show 
that for every Hilbert-Schmidt operator p there exists 
a generalized function Pea) such that 
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(this integral having a symbolic sense when pea) is not 
an ordinary function). 

Then we extend these results to bounded operators 
using a topology of Banach type. 

II. COHERENT STATES AND FISCHER SPACE 

The proper framework to study the problems of 
P-representation is the theory of Fischer space. 8,9 

A Fischer space is a space of entire functions of a 
complex variable, which are square integrable with 
respect to the measure dp.(z) on the complex plane: 

1 
dp.(z)= -exp(-lzI2)tPz, 

1T 
where tPz=dxdy, and z=x+iy. This space) is a sepa
rable Hilbert space with scalar product 

(f,g») = J f(z)g(z)dp.(z) 

and norm 

Ilfll) = (J If(z) 12 dp.(z» 1/2; 

from this equality we obtain the following inequality: 

If{z) 1 ~exp(t 1 z 12)llfll) 

Therefore the functional on) which associates with each 
function f its value at point Z is a bounded functional; 
then by the Riesz-Frechet theorem 

In particular we obtain 

(e~, e~ »)=exp(z' z). 

Moreover, if 1T. is the operator defined on J by 

1T/=f(z)e~, 

one can prove by direct calculation the weak equality 

I=wJ 1T~dJ1.(z). 
Furthermore, if H is a separable Hilbert space and 

1 a) the coherent states in H, there exists an isometric 
isomorphism i between Hand) such that 

i[ 1 a)exp(-I a 12
/ 2)]=ea • 

Let A be a bounded operator in H and let A' be the 
corresponding operator in), defined by 

'tIfE) , A'{f)=iAr1(j). 
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Definition: A has a P-representation if there exists 
a complex valued function P(z) such that we have the 
weak equality 

A' = wI 11',p(Z) dfJ.(z); 

we have in that case 

(J,A' g)] == I f(z)ifz'1P(Z) dfJ. (z). 

III. TENSOR PRODUCT OF FISHER SPACE AND 
SPACE q 

Let L be the linear space generated by formal pro
duct g(z' )f(z) , f and g E]. 

Let q be the space of functions of one complex vari
able obtained from each function in L by restriction 
to the manifold z = z' . 

Lemma 1: L is isomorphic to q . 
Proof: Let h(z', z) be an element in L; h(z', z) is an 

entire function of each complex variable z, and z. 
Therefore, it is an entire function of the two complex 
variables z' and z. 

Let h and h' be two functions in L such that h (Z, z) 
= h' (z, z); then the function h - h' is an entire function 
of z, and z which is equal to zero on the manifold z, 
= z. By the analytic continuation theorem1o h - h' is 
identically equal to zero; and h==h'. Therefore, the 
application which associates with h (z' ,z) in L the 
function h (z, z) in q is an injection. It is trivial that 
this application. is also a surjection and an 
homomorphism. 

QED 

Consider now the bounded operator A in], and let 
FA be the application which assigns to each element 
~lg/Z) in q the complex number ~1(gI'Afj)]' 

Corollary 1: FA is a linear functional. 

This is obvious from the construction of FA and the 
isomorphism between L and q. 

Corollary 2: q can be equipped with a pre-Hilbertian 
topology. 

Indeed we can define on L a pre-Hilbertian structure 
with scalar product 

(fgfl) (z')f/ 1
) (z), ~g?) (z' )f/2) (z) ) L 

= IIj (gP) (z'),g?) (z'»] (JP)(z),f/2) (z»] , 

which according to Lemma 1 induced on q a pre
Hilbertian structure with norm 

lIL;gl(z)f/(z)1I
2q = 6[f Igi (z)i2 dfJ.(z)][ I If I (z) 12dfJ.(z)]. 

/ I 

Let (;1 be the Hilbert space obtained from q by com
pletion with respect to the norm lI o llq l' 

Lemma 2: The functions in q are square integrable 
with respect to the measure 

dfJ.' (z)= (1/11') exp(-I z 12) dfJ.(z). 

Proof: The functions in q are linear combination 
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of product f(z )g(z), where f and g are in]; therefore, 
they are continuous functions of z. Furthermore, the 
functions (l/1T)[~lfl (z)gl(z)J exp(-I z 12) are integrables 
with respect to the measure aaz, and then square in
tegrables. Therefore, the functions in q are square in
tegrable with respect to the measure 

dfJ.' (z) = (1/11') exp(-I z 12)dfJ. (z). QED 

Corollary 3: q can be equipped with another pre
Hilbertian topology with norm 

IIf(z)g(z)rrg 2 = I If(Z) 12Ig(z) 12 dfJ.' (z). 

- -
Let q 1 and q 2 be the Hilbert space obtained respec-

tively by completion of q in the norm "'"ql and "'lIq2' 

IV. P-REPRESENTATION OF HILBERT SCHMIDT 
OPERATOR 

Lemma 3: Let A be a Hilbert-Schmidt operator in 
]; then the linear functional FA is a bounded linear 
functional in q l' 

Proof: Let {el(z)} be an orthonormal basis in]; we 
have 

6 I (e j (z),AeJ (z»'] 12= C < 00, 
I.J 

and we have also for every element bl,jaIJel(z) 
® e/z,) in]®] 

116a/je l (z)® eJ(z,),,]2 ""]= 6 lalJ 12. 
I.J '(Y I,J 

Then 

,,:0alJel(z)eJ(z)"~ = 6 la lJ 12 
l,j '::/ 1 I,J 

and 

IFA (6aIJ el (z)eJ(z)\ 12=1 6aIJ {el(z),AeJ(z»)'] 12 
I,J ! I,J 

~ 6 laiJ 12 6 I (el(z),Ae/z»'] 12 
I,J I,J 

QED 

It is worth to note that this lemma induce a kernel 
representation of A. Indeed in that case 3K(z,z') 
E]®] such that 

(J,Ag) = I I K(z,z')f(z)g(z')dfJ.(z)dfJ.(z'). 

In order to have a P-representayon we need, in a cer
tain sense, FA to be bounded in q2' But, unfortunately, 
this is not always the case. To overcome this difficulty, 
we shall build on q 2 a "Hilbert space with negative 
norm" equipment. 

V. GENERALIZED P-REPRESENTATION FOR 
HILBERT-SCHMIDT OPERATORS 

Let us define on q a third norm 

"'''q3='''''ql +"'''q2' 
"."~. is again a Hilbertian norm and "'I~ > "."~ • Let ? 3 3 2 

'::/ 3 e the cO.!llplELtion of q with respect t the no m 
IHlq3; then Q3 c q2 and q3 is dense in 9'2' 

Following Berezanskii,l1 we shall consider q3 as a 
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Hilbert space with positive norm, and [;2 as a Hilbert 
space with zero norm, and then construct the corre
sponding Hilbert space with negative norm. A vector 
g in ;;;2 generates a linear functionall" on C; 3 such 
that 

This functional is bounded; indeed 

Consider the norm 

Ilgl~ .=lll"ll= IS:} I (g,fJg21/llfllg); 

we have Ilglig_ <llglig
2

' 

Definition: Let g _ be the completion of g with respect 
to the norm 11'llg_" 

Lemma 4: There is a~'scalar product" [a,flg de
fined for a~g _ andf,§:g3 which coincides with the scalar 
product in g 2 for a E g 2; such that 

I [£l,fl:; I ~ Iialig _Ilfllg 3' 

Furthermore if 1 is a bounded functional on g 3. there 
exists a vector O!l E g _ such that 

l(t)=[O!pf]q2 Vf E g3' 
The proof of this lemma can be found in Berezanskii. 11 

Definition: A bounded operator A in a Hilbert space 
H is said to have a generalized P-representation if 
there exists a generalized function p(z) in g. such 
that we have the weak equality 

({,A' g) = [p ,fg]o 

= J f(i)g(z)exp(-l z I2)p(z)dJ1.(z), 

this integral bei~ considered in a generalized sense 
if P(z) is not in g2' P is called the generator of the 
P-representatiop.. 

Theorem 1: Every Hilbert-Schmidt operator in a 
Hilbert space has a generalized P·representation. 

Proof: Let A be a Hilbert-Schmidt operator in H 
and let A' be the corresponding operator in the Fischer 
space]; by Lemma 3 the linllar functional FA' is a 
bounded linear functional on g 1. 

Therefore, FA' is a bounded linear functional on[;s. 
Then by Lemma 4 there exists a generalized function 
P in C;. such that 

FA' (.0aij et (Z)e/z») = [p, ~aijej(z)ej(.z)Ji. , 
i ,j t" '::12 

and in particular we have 

({,A' g) = [P,fgJq 2 

and, if P Eg2, we have 

(J,Ag)] = ;! f(z)g(z)P(z) exp(-! z 12) dfJ. (z). QED 

Theorem 2: To every generalized function P in g_ 
there corresponds a bounded operator A such that A 
has a generalized P-representation with generator P. 
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Proof: Let P be an_element in g.; P is a bounded 
linear functional on g 3; there exists a bilinear function 
E on H such that 

[p,fCz)g(z)]o= E({,g). 

Let us show that this bilinear functional is continuous 
in each variable. 

Let {gn} be a sequence in H such that 

limllgn -gIIH=O; 

we have 

But 

1 P ,f(z)Wn(z) - g(z»]o ~ Ilf(gn - g)llg 3 

~ (j' IfI2dJ1.)1/2(j Ig-gn 12dJ1.)1/2 

+ [(1/1r) J Ifl 2lg- gn 12 exp(-I z 12)dJ1. J1 /2 

The function Ifl2 exp( -I z 12) is a continuous function of 
z which is bounded. Let 

M= sup[ IfI2exp(-1 z 12)]; 

we have 

I [p,f(z)wn(z) -g(z))]o~ (llfll+M)I!g-gnll. 

Then the bilinear functional is continuous in each vari
able. Therefore, :J a bounded operator A such that 

E({,g) = ({,Ag). 

This operator has a generalized P-representation with 
generator P. QED 

We obtain also, as a direct consequence a result of 
Klauder-Rocca type. 3,4 

Theorem 3: Every Hilbert-Schmidt operator is the 
uniform limit of operators having a P representation. 

Proof: Let A be a Hilbert-Schmidt operator with P 
as a generator of its P-representation. P is in (j., and 
(j 2 is dense in (j _; then there exists a sequence Pi of 
elements in(j2' which converges, in 1I'llq_ norm, to P. 
Let the A{ be the bounded operators, WhICh have a P
representation, with PI as a generator (it is a P-rep
resentation, and ,got a generalized P-representation, 
because PI is in (j2)' 

Let us show that IiA -Alii converges to O. We have 

IIA -Ajll= sup I ({, (A -Aj)g)H I 
IIf llH=lllgllHlIIIl 

= sup I[p -PlIfgTr 1 
Ilfll] =ll1g llJ Cll ~ 2 

~ sup (IIP-PIIii.llfgl!r.) 
Ilflt] c111g llJ =1 '::J - '::J 3 

~ liP - PI Iii. sup Ilfglii.' 
':J - tl/lI] DlllglI] 1131 ':J 3 

but 

I lfgl 1C;3 = (j 1t12dJ1.)1/2(j IgI2dJ1.)1/2 

+ [(l/1T)J 1t12IgI2exp(-lz 12)dfJ.]~/2 

=Ilfll] l!gli] + [(1/1T) J \J121g 12 exp(-I z 12)dJ1.]1 /2. 
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We have 

It(z) I.;; exp( 1 z 12 /2)lltll]. 

Therefore, 

If(z) 12 .;;exp( 1 z 12)lltllj 

and 

[(l/lT)J IfI2IgI2exp(-lzI2)dJ1.)1/2 

.;;[ (lltlij/lT J Ig 12dJ1.]1/2 ';;Iltll] Ilg-II]/v'"iT 

so that 

sup Iltgllr..;; sup (lltll Ilg-II+lltil IIgll/v'"iT) = 1 
II/IIJ =111111] =1 '::f3 IIfllJal,IIIIIJal 

+ 1/v'"iT 

and 

IIA -AI 11';;(1 + 1/v'"iT) liP - Plllq.

VI. GENERALIZED P-REPRESENTATION FOR 
BOUNDED OPERATORS 

QED 

In order to construct the P-representation for 
bounded operators, we have to introduce a new topology 
on the tensor product of] space_ 

Let us define the norm on] ®] , 

"~fl®gjll= inf ~lltjll]llg-jllJ' 
j ( t:f jl8lr 1-t:fj!8tj ) 

and let 1I.lIq4 be the corr~sponding norm on q. Th~n 
the completion q 4 of q Wlth respect to that norm IS a 
Banach space. 

Lemma 5: Let A be a bounded operator in]; then 
the linear functional FA is a bounded linear functional 
in q4. 

Proof: 

[FA (£ftlIj)] = 1:6(f1 ,Agl ) I.::: IIA 1[)lltj II] I 19-j II] , 

but, if 

:6fj®gl=~f'®Itt, 
then 

FA tEfjgj ) = FA (:6f'ij) 

and 

inf 
t:f 1& j = t:fj I8lrj 
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Let us now define an equipment of the Hilbert space 
q 2; let us introduce the norm on q 

II· lis =11- 112 +11- 114 -

Let q 5-be the completion of q with respect to that norm 
then. q 5 is a B~ch ~ace densely included in 9'2. Let 
q' be the dual of qs- q2 can be densely included in q'_ 

Theorem 4: Every bounded operator A in a Hilbert 
space H has a generalized P representation the genera
tor of which is in q' _ 

Proof: By Lemma_5,the corresponding linear function
al FA is bounded on qs. Therefore, there exists a gen
eralized vector P in q' such that 

FA (6flg j )= [p,:6jjgj ] 

In particular, when P is in q u we have 

FA (6jjg j )= (P,:6jjgj )q2 

and 
(f,Ag) = J P(z}f(z)g(z) exp(-I z 1

2)dJ1.(z). 

Theorem 5: To every generalized function P in q' 
there corresponds a bounded operator A such that A 
has a generalized P-representation. 

Proof: The proof is the same as the one for Theorem 
2; indeed for functions in q of the type f(z)g(z) the 
norm 11-11 3 is equal to the norm II-lis. QED 

For the same reason, taking into account the proof 
of Theorem 3, we obtain a theorem of Klauder-Rocca 
type for bounded operators: 

Theorem 6: Every bounded operator is the uniform 
limit of operators having a P-representation. 
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Jacobi's principle for the case of time-varying 
Hamiltonian 

Robert G. Cawley 

Naval Surface Weapons Center, White Oak, Silver Spring, Maryland 20910 
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We present a generalization of Jacobi's principle to the case where the particle Hamiltonian varies with 
time, illustrating the formalism with an example from particle mechanics. It can be applied also to 
Stueckelberg mechanics to the case of variable mass, and we give an example. 

1. INTRODUCTION 

In particle mechanics, the equations of motion can be 
derived from Hamilton's principle that the first order, 
fixed end point variation oA, of the action 

A = ft:z dt L(q, q, t), (1. 1) 

vanish. Here q is a compact notation for the N general
ized coordinates qt, ... , qN, q means the time (t) deri
vative, and L is the system's Lagrangian. The variation 
of A is produced by variations oq and oq, of q and q, 
with oq defined by [d/dt, 0]=0. Jacobi's principle, which 
is a variation condition giving equations of the system 
trajectory, is arrived at by first going over to the ex
tended configuration space in which the time is treated 
as a coordinate and, in the case where the time is ig
norable, eliminating it from the formalism by Routh's 
method. That t is ignorable means that its conjugate 
momentum, PI> is constant and hence, by the identity, 

Pt +H=O, (1. 2) 

where H is the Hamiltonian derived from L, that the 
Hamiltonian is constant. So Jacobi's principle applies 
only to the case in which H is constant in time; and the 
system trajectories are labeled by this constant value, 

H=E. (1.3) 

In the present paper we extend Routh's "ignoration" 
formalism for ignorable coordinates to the case of a 
nonignorable time coordinate. The main points of the 
paper are the realization that the derivation of Jacobi's 
principle works for the time dependent case and an ex
plication of the meaning of this generalization. 

In Sec. 2 we produce the main result of the paper, in 
Sec. 3 we give an illustrative example from claSSical 
mechanics, in Sec. 4 we give an example from 
Stueckelberg mechanics, and in Sec. 5 we conclude the 
paper. 

2. EXTENSION OF JACOBI'S PRINCIPLE 

In the extended configuration space q and t are func
tions of a parameter T and the action is 

(TZ -( ") A=JTl dTLq,t;q,t, 

where primes denote differention by T, 

L(q, t; q', t') = t'L(q, q' /t', t), 

(2.1) 

(2.2) 

and where we assume t' > 0, as this entails no loss of 

1714 Journal of Mathematical Physics, Vol. 16, No.9, September 1975 

generality. The fixed end point first order variation 
condition, 

o'A=O, (2.3) 

where o'q' and o't' are defined from o'q and B't by 
[o',d/dT]=O, produces equations of motion of q and t 
equivalent to those stemming from oA = 0; the additional 
equation stemming from (2.1), for the time, is realized 
in the equations deriving from (1. 1) as the t-derivative 
of Eq. (1. 2L 

We assume first that t is ignorable, then 

aL=o 
at 

so that 

d (aL) , dT aF =Pt =0, 

(2.4) 

(2.5) 

and Pt is a constant, given by Eqs. (1. 2) and (1. 3) as 
(- E). To derive Jacobi's principle, one eliminates the 
ignorable coordinate t as follows: (i) Replace L with 

LJ (q, q') = L(q, q', t') - t'Pt, (2.6) 

where t' is regarded as the function of q, q' 

(2.7) 

determined as the solution to the defining equation of 
Pt, 

F( ") a -( ") q,q,t;Pt =Pt-a;rLq,q,t =0; 

(ii) replace A with 

(iii) replace Eq. (2.3) with 

o"AJ = 0, 

(2.8) 

(2.9) 

(2.10) 

where the 0" variation is produced in Eq. (2.9) by in
dependent fixed end pOint variations1 of the q(T), with 
[0", d/dT] = 0 giving o"q'(T). To prove Eq. (2.10), one 
normally invokes the following argument: Evaluate 0" A 
by regarding q and t as intermediate coordinates in Eq. 
(2.9), using Eq. (2.3), which holds for arbitrary 
(fixed end point) infinitesimal variations of q and t and 
hence those restricted by Eq. (2.8) and by [0", d/dT]t(T) 
== 0, Z to get only an end point contribution, 

0"A=~0"t'T2 =Pt O"t
IT2

. (2.11) 
at h ITt 
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The right-hand side of Eq. (2. 11) need not vanish be
cause Eq. (2.7) or Eq. (2.8) may not be consistent 
with the vanishing of r/'t at Tl and Tz• Equation (2.10) 
follows at once from Eq. (2. 11) if Pt is independent of 
t, for then we can write 

P alit '''z - a" ("z dT t'p 
I "1 - jrl t· (2.12) 

We suppose now that PI is not a constant but is allowed 
to possess t dependence, 

(2.13) 

We assume that Eq. (2.13) is available to us in Eq. 
(2.8), which now becomes 

F(q, q', t, t', Pt(t» = Pt (t) - -!tr L(q, q', t, t') = 0, (2. 14) 

where L now must have explicit t dependence; for, from 
Eq. (2.8), which defines Pt, 

. aL 
Pt=L-q-., 

aq 
(2.15) 

so that, using the equations of motion for the q(t), we 
have 

dPt aL(q, q'lt', t) 
dt at 

(2.16) 

nonvanishing by Eq. (2.13), unless Pt is constant. Solv
ing Eq. (2.14) for t', we get the analog of Eq. (2.7), 

t ' = t'{q, q I, t, Pt (t» = t'(q, q', t). (2.17) 

We now regard L" as having explicit t dependence from 
Eq. (2.6) via that of L, and Eqs. (2.13) and (2.17). 
Reasoning exactly as before leads again to Eq. (2.11). 
We rewrite the new version of that equation to get 

= J..:zdr a"(t'pt) + J..:zdr(p:a't- t'I'/'Pt). (2.18) 

We use Eq. (2.13) to evaluate a"pt 

(2.19) 

so that the second integral in Eq. (2.18) vanishes and 
Eq. (2.10) follows by transposing the first term from 
the right side of Eq. (2. 18)-but with a new meaning: 

a"A,,=O, 

where now 

(2.20) 

(2.21) 

This needs some explaining because explicit t-depen
dence still remains in Eq. (2.21) I Equation (2. 17) is a 
differential equation for t(r) when the q(T) are given, 
and, as it is satisfied by the varied q in Eq. (2.20), 
variations of the q lead to changes, a"t, of t. The con
tribution to aliA" from this effect is 

(2.22) 

1715 J. Math. Phys., Vol. 16, No.9, September 1975 

But by Eqs. (2.6), (2.13), (2.14), and (implicitly) 
(2.17), 

aL,,(q, q', t) 
at 

aI(q, q', t, t') + (aI(q, q', t, t') _ P (f) \ at' 
at at' . t ~ at 

_ t,dPt(t) 
dt 

= ' laL(q, lit', t) _ dPt(t») 
t \" at dt' 

(2.23) 

(2.24) 

The N equations of the q(r) issuing formally from Eq. 
(2. 20) when the contribution from Eq. (2. 22) is ignored 
involve the additional uilknown function t{T). When these 
represent the trajectories for the motions stemming 
from M = 0, where A is given by Eq. (1. 1), Eq. (2. 16) 
provides the condition that selects the allowed class of 
solutions from what results when t(r) is assumed arbi
trary. To maintain the connection between the two for
malisms, we assume Eq. (2.16) in Eq, (2.24), and this 
makes the a" variation of the action caused by induced 
changes in t, namely Eq. (2.22), zero. So in computing 
aliA" in Eq. (2.20), we may regard the t dependence as 
parametric and treat it passively. 

With this interpretation of Eqs. (2.20) and (2.21) we 
find N Euler-Lagrange equations of the q, which in
volve the additional unknown f(T). In fact, Pt(l) also is 
unknown in general as this comes from the solution to 
the Euler- Lagrange equations deriving from Eq. (1. I)! 
But two additional equations already are available to us 
to close the system and specify the problem for the 
trajectory. 

The first is the "interpretation" of the function Pt(f) 
(or, inversely, of t) provided by Eq. (2.15), which 
follows from its defining equation (2.8). To secure this, 
we assume that the function L(q, q, t) is given. 3 The 
second equation is impliCit in the equations of the q 
issuing from Eq. (2.20) and is associated with the ar
bitrariness of r. We can obtain it as follows. From 
Eqs. (2.2), (2.6), and (2.14) it follows that L,,(q, q', t) 
is homogeneous of the first degree in the q' as long as 
Eq. (2.14) can be solved for t'. By Euler's theorem on 
homogeneous functions, the Hamiltonian resulting from 
the usual Legendre transformation of L J vanishes iden
tically, corresponding to which there must exist a re
lation (constraint) among the variables of the canonical 
formalism, 4 

(2.25) 

where the wavy equals denotes weak equality in the 
sense of Dirac. 5 Here K is the total Hamiltonian on the 
space of the q's and p's, and P is given as 

p""aL,,(q,q',t)/aq'. (2.26) 

The consistency condition on the constraint [Eq. (2.25)] 
is 

dK 
dT ""0. (2.27) 

Evaluating the left Side, we have 
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(2.28) 

Since the quantity in the first set of parentheses vanishes 
by Hamilton's equations, and since t' '" 0, we have 

dPt_ aK/af 
dF-- aK/apt' (2.29) 

and if we substitute Eq. (2.26) into the right-hand side 
of the last equation, we obtain an equation of the form 

dPt _ -( '. ) dF- K q,q ,f,Pt . (2.30) 

Equation (2.30) is distinct from Eq. (2.15) because the 
equations of the q(r) (actually the canonical equations, 
which are equivalent to these) were needed to derive it. 
Equation (2.30) has to be reducible to Eq. (2.16), al
though we do not display this explicitly. 

To summarize: The generalized Jacobi principle is 
embodied in Eqs. (2.20) and (2.21), where the ('/' varia
tion is produced by independent fixed endpoint variations 
of the q's with f treated passively. Two additional equa
tions are available to close the system resulting from 
this, the interpretation of Pt(t), Eq. (2.15), provided by 
L and assumed to be given, plus a consistency equation 
to the equations of the q's, i. e., Eq. (2.30), which fol
lows from these, and which must be reducible to Eq. 
(2.16). The complete system gives the function Pt(f), or 
by Eqs. (1. 2) and (1. 3), E(t), which we may regard as 
classifying the trajectories. 

It is worthwhile to examine the way these equations 
are solved, especially as regards the time t = t(r), which 
appears in the equations of the q(r) due to the explicit 
t dependence L J • Equation (2.15) must be invoked to 
deal with this since there are only N equations of the 
q's. Once a parameter r is chosen, the equations deter
mine t(r) in addition to the q(r) and Pt(t). In practice it 
is often, but not always, the case that Eqs. (2. 1~) and 
(2.30) reintroduce t' into the equations of the q's in the 
combination q' It' = q(t), and the time history then may 
be found as an intermediate stage in getting the trajec
tory! Where this is not the case, the trajectory may 
be found without determining the time history first. 

We remark finally that if Pt is constant, f does not 
appear in the equations of the q's and Eqo (2.15) no 
longer is needed to solve theseo Instead, their solutions 
determine t(r) by quadrature from Eq. (2.15). In the 
ordinary Jacobi principle Eq. (2.15) is not regarded as 
given, and so t(r) is never found. 

3. EXAMPLE FROM MECHANICS 

We consider a particle of mass m moving in a time
varying potential field, taking 

L =~mr2 _ V(r, f), 

so that 

L =~mr'2t'-1 - V(r, t)t', 

Pt = - ~mr'2f'-2 - V(r, t), 

which gives 

t'= \r'\{(2/m)[-pt- V(r,t)J}.J./2 
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(3.1) 

(3.2) 

(3.3) 

(3.4) 

whence 

LAr, r', t) ={2mr'2[ - Pt(t) - V(r, t)J}1/2. (3.5) 

The Euler- Lagrange equations for the variation con
dition, Eq. (2.20), are as many as the dimensionality 
of r, 

d!{[(~-Pt(t)- v(r,t)~ 1/21~:1} 
= _ m-1 1 r'I[( $x- Pt(t) _ V(r, t)]] -1/2 av~~, t). (3.6) 

The equation of the interpretation of Pt(t) is 

P _ L( • t) +' aL(r, r, t) 
- t-- r,r, r· ar 

=~mr2+ V(r, t). 

To get the consistency condition, we formulate the 
canonical constraint [Eq. (2.25)], which is 

K == Pt + (2mt1p2 + V(r, t), 

so that Eq. (2.29) gives 

dPt aV(r, t) 
dF= at 

(3.7) 

(3.8) 

(3.9) 

already in the form of Eq. (2.30). Equations (3.6), 
(3.7), and (3.9) form the closed system we want. 

We conSider the case of three-dimensional motion in 
a potential V = V(p, t), where p == xx + yy, so that V is 
independent of z. x and yare unit vectors along the 
chosen coordinate axes. Combining Eq. (3.4) with the 
z component of Eq. (3.6) gives 

z'=cf', (3.10) 

where c is a constant for any choice of r. We exploit 
this to obtain the equations of the trajectory, express
ing this in the form p==p(z), by choosing 

r==z, (3.11) 

so that 

t'=c-1 • (3.12) 

With this choice the remaining components of Eq. (3.6) 
can be written 

..!!.. (, dP) _ _ -1 -1 a V(p, t) 
dz \c dz - m C iJp , (3.13) 

so that by choosing t == 0 and z = 0 to coincide and sub
stituting the solution of Eq. (3.10), these become 

(3.14) 

And finally, manipulating Eq. (3.13) in the standard 
fashion to secure a first integral, using Equation (3.9) 
along the way and Equations (3.3) and (3.10) to fix the 
constant of integration, we find6 

-Pt(z)=~mc2 ~+(:r]+V(p,z). (3.15) 

4. EXAMPLE FROM STUECKELBERG MECHANICS7
: 

A-DEPENDENT COUPLING TO A CONSTANT 
VECTOR FIELD 

We consider the Lagrangian 
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Ls(x, dxldA) =!(dxldA)2 + !E(A) w(dxldA) , (4.1) 

where w is a Minkowski6 four-vector and E(A) is a pre
scribed function whose properties we specify below. 
The Stueckelberg action is 

(4.2) 

and the fixed end point variation condition on As results 
in Euler-Langrange equations of the curves x" =x"(A), 
At < A <~. In addition, we have the analogue to Eq. 
(2.15), 

- P),(A) = (dxldA) . o(do:JdA) - Ls 

where the fact of A dependence follows from 

dPA = oLs = .c..(A)W'. dx 
dA OA dA 

with the notation 

.c..(A),;:.! dE(A) 
2 dA . 

(4.3) 

(4.4) 

(4.5) 

The generalized Jacobi principle gives equations of 
the spacetime trajectories corresponding to x" =X"(A). 
Introducing a parameter a, analogous to 'T in the pre
vious section, we must express x" and A as functions of 
a and solve the analog of Eq. (2.8), for A'(a) =dAlda, 
to obtain the trajectory Lagrangian LSJ(x, x', A). The 
equation giving A' is [cf. Eq. (4.3») 

(4.6) 

so the signs of - X'2 and m(A)2 must be correlated; more
over, for a given correlation there are two solutions to 
Eq. (4.6), corresponding to the two signs of the square 
root. We want to be able to consider the case of curves 
that remain everywhere timelike, so that - X'2 > 0, with 
meA) real; then 

A' (a) = ± m(A)-l[ _ x'( a)2)1 /2, (4.7) 

where here meA) means the positive square root of 
m(A)2, and 

LSJ (x, x', A) =:f m(A)(- X'2)1 /2 +!E(A)W • x'. (4.8) 

Defining an "observer" Lagrangian, 9 La = ± L S J> we get 

(4.9) 

with E: 0 = + 1 for the upper sign and E: 0 = - 1 for the lower. 
Independently of the choice of a, E: 0 is the sign of dxol 
dA, which is constant if dx" IdA is everywhere timelike. 
Before elaborating the spacetime trajectory equations, 
we want to explicate the basis of the formalism for this 
example, namely the condition that dx" IdA be every
where timelike; to do this, we must solve the 
Stueckelberg equations first. 

The equations of the curve, stemming from L s , give 

dP" 
-;v: = ° (4.10) 

where 

P'" =q" +!E(A)W", (4.11) 
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with 

q" =dx" IdA. (4.12) 

The functions x" (A) are gotten by a quadrature, which 
gives us the curve when a set of end point values is 
specified, such as {x" (At)} or{x" (~)}. 

We take E(A) to be a smooth function (constant on dis
joint segments containing At and ~) with 

E(~) = - E(At) = 1. 

Equations (4.11) and (4.12) give 

q(A) = q(At) - 8.(A)W 

=q(~) +8.(A)W, 

where 

8±(A) =Hl ± E(A»). 

Also, from Eqs. (4.3) and (4.4) we get 

dm
2 = 2.c..(A) - • dx 

dA W dA 

= 2.c..(A)W • [p -! E(A)W), 

(4. 13) 

(4. 14a) 

(4. 14b) 

(4. 15) 

(4.16) 

(4.17) 

with the aid of Eqs. (4.11) and (4.12). Integrating Eq. 
(4.17) gives the solution in either of two forms, 

m(A)2 = m(A1)2 + 2P. W8.(A) + ~8.(A)8-<A) 

=m(A,)2_ 2P. W8.(A) + (J28.(A)8.(A). 

From Eq. (4.14), 

q(At) - q(A,) = w, 
and from Eqs. (4.18), 

m(At)2 _ m(~)2 = - 2P. w. 

(4. 18a) 

(4. 18b) 

(4.19) 

(4.20) 

We re-express the content of Eqs. (4.14) and (4.18)
(4.20) with the help of a notation change, conSidering 
two cases: (i) dx" IdA timelike with dxOldA> 0, at A= At, 
and (ii) dx" IdA timelike with dxoldA<O, at A=~. We 
introduce the constants, m>O, m', p,p',uandu', 
defining 

m(At)=m, q(At)=p=mu 

m(A,)=m', q(~)=p'=m'u' 

in addition, we assume 

m(~) =m, - q(A,) =p=mu 

, case (i); (4. 21a) 

m(At)=m', -q(At)=p'=m'u" case (ii). (4. 21b) 

Since m > 0, u is a future pointing timelike vector. By 
defining E: = + in case (i) and E: = - in case (ii), Eqs. 
(4.14) become 

peA) = E:q(A) = P - 8 e(A)W, (4.22) 

for both cases. In place of Eqs. (4.18) we write, again 
for both cases, 

(4.23) 

whence substituting a similarly recast version of Eq. 
(4.11), 

E:P=p-!W, (4.24) 
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we get 
m(;\)2 = m 2 + 2p • w8.(;\) _ WZe.(;\)2 

= - [p - e. (;\)W]2. (4.25) 
Equation (4.25) also can be gotten by squaring Eq. 
(4.22), so that it also is a consequence of Eqs. (4.3) 
and (4.10). Finally, from Eqs. (4.19) or (4.22) we have 

p'=p-w, (4. 26a) 
tU'U' == mu - w, (4. 26b) 

while from Eq. (4.25) or Eqs. (4.26), we have 
m'2 = _ (p _ W)2 = m2 + 2p • w - cJ. (4. 27) 

The condition that dx'" / d;\ = q'" (;\) be everywhere time
like simply is that m(;\)2 be everywhere positive, which 
assures also the constancy of the sign of dxo/d;\ and 
allows E to be replaced by EO above. Equation (4.25) 
shows that this condition is met only if E(;\) belongs to 
a restricted class of functions depending on the end 
point value p and on EO. The spacetime trajectory equa
tions deriving from Eqs. (4.8) or (4.9) will determine 
the (e. g., time) evolution of m via that of ;\. Particle 
and antiparticle solutions, corresponding to EO = + 1 and 
EO= - 1, are obtained together, the example being that 
of a smoothly varying mass and four-momentum, in 
which the mass changes invariantly from m to m', and 
the four- momentum goes from p to p' = p - w. 

By choosing a to be the proper time, so that d a = ds 
= (- dx'" dx"17,"Y /2, the Lagrangian (4.9) gives the equa
tions of the traj ectory , 

(
d dx'" ) ds m(;\)Ts +~EOE(;\)W'" = 0; (4.28) 

the equation of the interpretation of m, Eq. (4.3), is 

m(;\)2=_ (dx/d;\)2= (dAjds)-2, m(;\) > 0, (4.29) 

and the consistency condition, which comes from 

K=[Pn - ~EoE(;\)wJ2 + m 2
, (4.30) 

with pQ defined from L Q , is 

dm2 aK/a;\ 
---;nt=- aK/am2 

= 2~(;\)w. EOm(;\):, (4.31) 

which we recognize as Eq. (4.16). 

The special case of the improper "limit" that E(;\) 

- E(;\- Az), ~ < Az < Aa, is of some interest; here the 
particle (or antiparticle) experiences a sudden change 
of four-momentum and mass. The former is determined 
as ifby the equations of motion, but the latter is not 
determined by Eq. (4.17) for dm/d;\. In this "limit" 
e±(;\) - O(±(;\- Az», where 0 is the Heaviside unit step 
function, 10 and ~(;\) - 0(;\- ;\2)' where 0 is the Kirchoff
Dirac 0 function. 10,11 Thus dx/d;\ lacks a value at ;\= ;\2' 

where the argument of the 6 function vanishes, and Eq. 
(4.17) cannot be integrated. So this could signal a prob
lem with the condition that dx'" / d;\ be everywhere time
like. On the other hand, the equations of motion give 
dx'" /d;\ as constant on the segments (~, Az) and (Az, Aa), 
so that Eqs. (4.26) are all that is needed to verify the 
constancy of EO. This requires p'O > 0 and hence, by 
Lorentz invariance m'2 > 0 which is a kind of threshold 
condition, 

(4.32) 
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Note that if w is spacelike, Eq. (4.32) is enough to 
assure the constancy of EO. In the present improper 
"limit" the consistency condition, Eq~ (4.31), no longer 
is in force through ;\= Az. 

5. CONCLUSION 

We have shown that Jacobi's principle holds for the 
case of time-varying Hamiltonian, and we have given 
the general interpretation of the meaning of the formal
ism. We have illustrated the formalism with two simple 
examples, one from the mechanics of point particles and 
one from the mechanics of Stueckelberg, where the 
spacetime trajectory equations result. 
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IThere is a slight abus de langage in our presentation, for 
there should be a part (iv) to the procedure, namely, choice 
of a parameter T= T, some function of the q's. So then there 
are only N-1 independent degress of freedom, with an 
Euler-Lagrange system of only N - 1 independent equations. 
However, we can treat this system the way we did that of 
the N q(t)' s, passing to an "extended space" where the param
eter T is treated as a coordinate, with T and the N - 1 q's all 
functions of an arbitrary parameter, which we may as well 
just call T. So the prescription of the text is that of the Jacobi 
principle if it is realized that it represents an "extended 
(trajectory) space" formulation. 

2This follows from Eq. (2.7), for, examining the solution to 
that equation, 

(a) 

underq-q+o"q, q'-q'+o"q',wefindthatt-t+o"t, where 

O"t(T) = O"t(Tl) + IT; dT' O"t'(q(T'), q'(T'». (b) 

On the other hand, 

O"t(T)=O"t(T1)+ (T dT' ~ O"t(T') 
. Tl dT' , 

identically. Subtracting (c) from (b) and differentiating by 
T gives the assertion of the text. 

3Note that t', given by Eq. (2.17), is not needed here, al
though 4'" q'lt' must be used in Eq. (2.15) when the latter 
is adjoined to the set deriving from Eq. (2.20). 

4See, for example, C. Lanczos, The Variational Principles 
of Mechanics (University of Toronto Press, Toronto, 1957), 
Chap. 6, Sec. 10. 

5p. A. M. Dirac, Can. J. Math. 2, 147 (1950). 

(c) 

SIn Eqs. (3.14) and (3. 15) we ought strictly to have written 
V(p, c-1z) andPt(c-1z) rather than V(p, z) andPt(z), as we have 
done for Simplicity. 

7E. C. G. stueckelberg, Helv. Phys. Acta 14, 588 (1941); 15, 
23 (1942). 

aWe use the space-favoring metric, whose nonvanishing 
Cartesian components are 1)11 = 1)22 = 1)33 = -1)00=+ I, we put the 
speed of light equal to one and we use the notation 
a·b = 1),"va'"bv. 
~.G. Cawley, Int. J. Theor. Phys. 3,483 (1970); 7,77 

(1973) (E). 
10Generalized function. 
llThis is commonly called the Dirac 6 function, but see also 

G. Kirchoff, Vorlesungen Uber Mathematische Optik (Leipzig, 
1891), 2te Vorlesung, ~ 1 [By A. Sommerfeld, K. Akad. Wet. 
Amsterdam, Proc. 8, 346 (1904)]. 
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On the solution of the phase retrieval problem * 
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It is shown that the intensity in the image plane of a microscope determines uniquely the phase of the 
corresponding image wavefunction up to an over-all phase. This result is obtained using the a priori 
information that both the image wavefunction and the unperturbed wavefunction in the Fraunhofer plane 
are band-limited and that we have some a priori knowledge about the intensity at the rim of the 
diaphragm in the Fraunhofer plane. If we have no useful a priori information about the wavefunction in 
the Fraunhofer plane, unique phase reconstruction is possible from two exposures, corresponding to two 
different values of the defocusing. 

INTRODUCTION 

Since only the modulus of a wavefunction is usually a 
measurable quantity rather than the wavefunction itself, 
the phase of a wavefunction is, as a rule, lost during 
measurement. The problem whether or not the phase 
of a function can be unambiguously determined from 
the values of its modulus is known as the phase retrieval 
problem. 

The loss of phase information leads to serious dif
ficulties in the interpretation of measurements and also 
to ambiguities. It is well known, for example, that the 
structure of a crystal cannot in general be uniquely 
determined from intensity measurements on the 
scattered x rays. 

Another example arises in the theory of partial co
herence where it is known that in general, the complex 
degree of coherence cannot be determined from its 
modulus without additional information, Wolf,1 
Nussenzveig. 2 Another example of this type is provided 
by the theory of image formation in microscopes, where 
it is shown that several distributions in the Fraunhofer 
plane might lead to the same intensity distribution in 
the Gaussian image plane, Walther. 3 

However, most functions occurring in physics are 
analytiC, which implies that both phase and modulus are 
connected by the Cauchy-Riemann equations which con
siderably narrows the class of phase functions which 
might be assigned to a given modulus. Much work has 
been done to determine to which degree the phase of an 
analytic function is determined by its modulus. For an 
extensive survey see Mandel and Kohler. 4 From the 
calculations of Wolf, 1 Dialetis and Wolf, 5 Walther, 3 and 
Nussenzveig 2 it became clear that in several cases of 
physical interest the phase of an analytiC function is not 
uniquely determined by its modulus. It is the aim of this 
paper to give an extension of the analysis of the phase 
problem as developed by Walther 3 and to provide an 
answer to the following phase problem occurring in the 
theory of image formation in a microscope: Suppose that 
an object is imaged through a microscope free of 
aberrations and the intensity in the image plane is mea
sured. We then investigate whether the intensity dis
tribution determines the phase of the image wave function 
unambiguously. As already shown by Walther, 3 several 
wavefunctions in the Fraunhofer plane might lead to the 
same intensity distribution in the image plane. However, 
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it should be stressed that this does not prove that the 
phase cannot be reconstructed. This comes from our a 
priori knowledge that the unperturbed wavefunction g(y), 
viz. the wavefunction just before the diaphragm in the 
Fraunhofer plane, is band-limited, like the image wave
function, 1. e. , 

J 
.1 

g(y) = exp(ixoY) I/J(xo) dxo, 
-1 

(Ia) 

h(x) = J;1 exp(ixy) g( y) dy, (Ib) 

where I/J(xo) is the distribution in the object plane, g(y) 
the unperturbed distribution in the Fraunhofer plane, 
and h(x) the distribution in the Gaussian image plane, 
Born, Wolf. 6 It might so happen that only one of the 
various distributions in the Fraunhofer plane is con
sistent with our a Priori knowledge that it must be a 
perturbed band-limited function, viz. a function which, 
relying on Kirchoff's boundary conditions is part of a 
band-limited function on the transparent part of the 
diaphragm and zero on the nontransparent part. This 
would imply that due to this a Priori knowledge arg h(x) 
is uniquely determined by 1 h(x) I. However, unfortunate
ly this conjecture is not true, e. go, the modulus of 
the band-limited function h(1 l(Z);: h*(z*) 

h(l l(Z) = r1 
exp(izy)g*(- y) dy, 

-1 

is equal to the modulus of h(z) on the real axis. There
fore the unperturbed wavefunction g*(- y) yields the 
same intensity distribution in the image plane as g(y) 0 

Moreover, it follows from Eq. (la) that g*(- y) is a 
band-limited function thus obtaining at least two un
perturbed bandlimited distributions in the Fraunhofer 
plane leading to the same intensity in the image plane. 
In holography g(y) and g* (- y) would correspond to the 
reconstructed object and its twin object, "twin images. " 

But, fortunately, uniqueness can be obtained by using 
a little more a Priori information, i. e., if we know a 
priori that either the number of zeros of h(z) is finite in 
the upper half or the lower half of the complex plane, 
uniqueness is obtained. The uniqueness is obtained by 
showing that only one (the band-limited) unperturbed 
wavefunction in the Fraunhofer plane decays if y tends 
to plus or minus infinity whereas all the other possible 
wavefunctions diverge. Moreover it will be shown how 
to calculate all these possible unperturbed wavefunctions 
from the intensity. The above mentioned a Priori 
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knowledge concerning the distribution of the zeros of 
h(z) is readily obtained in light-or electron microscopy 
and, as will be shown in the section "application to 
microscopy, " boils down, to the a priori knowledge 
whether 19(-1)1 > Ig(l)1 or 19(-1)1 < Ig(l)l. This 
knowledge can be obtained from experiment or a fortiori 
by illuminating the object with a plane wave incident 
with a certain angle with the optical axis of the micro
scope. From now on it will be assumed that the number 
of zeros of h(z) located in the upper half of the complex 
plane is finite. A theory completely analogous to the 
one developed in this paper can be derived if a finite 
number of zeros are located in the lower half of the 
complex plane. It would be interesting to find whether 
a similar analysis also holds if the object is imaged into 
the Fraunhofer plane by a microscope suffering from 
aberrations. It might so happen that in that case also 
only one wavefunction can be identified as the image in 
the Fraunhofer plane of an object distribution. Although 
the author regards this to be highly probable a proof of 
this conjecture has not been constructed so far. There
fore, let us suppose that in this case all the various 
wavefunctions g(y) are admissible and hence that the 
phase cannot be reconstructed unambiguously from the 
modulus. In order to get rid of this ambiguity more in
formation has to be put in. Recently, Gerchberg and 
Saxton 7 propose as one possible choice for such addi
tional information the knowledge of the intenSity distri
bution in the Fraunhofer plane. 

Another way of obtaining additional information is to 
measure several intenSity distributions in the image 
plane corresponding to different values of parameters 
which are at our disposal such as the location of the 
focus, illumination, or the size of the aperture. Misell 8 

proposed a method of phase reconstruction for weak ob
jects from two exposures, obtained by using two dia
phragms, one which transmits only positive spatial fre
quencies, and one which transmits only negative spatial 
frequencies. 

Another idea will be investigated in more detail in this 
paper. It will be shown that from two exposures, corre
sponding to two different values of the defocusing, the 
phases of the two wavefunctions in the image plane can 
be reconstructed unambiguously, up to a constant. To 
prove this statement we shall derive in the next section 
a dispersion relation between the phase and the mOdulus 
of a band limited function. Moreover it will be shown that 
all the wavefunctions gl(y) in the Fraunhofer plane 
leading to the same intensity in the image plane are 
related to the true wavefunction in the Fraunhofer plane 
by a linear Volterra integral equation of the second kind. 
Comparing the two sets of wavefunctions {g? l(y)} and 
{g? \y)} which correspond to the two exposures it is 
shown that only one wave function is consistent with both 
intensity distributions. Hence, using (1) arg h(x) can 
be calculated. 

A DISPERSION RELATION FOR BAND 
LIMITED FUNCTIONS 

In the introduction we already indicated the need for a 
dispersion relation between phase and amplitude of a 
band limited function. Such a disperSion relation may be 
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obtained by means of the following lemma: 

Lemma: Let the complex valued function g(y) be de
fined in the interval - 1 ~ y ~ + L Suppose g'(Y) = (d/ dy) 
x g(y) exists everywhere in that interval and is of 
bounded variation. Suppose that the entire function h(z) 
is band limited to the interval - 1 ~ Y ~ + 1, i. eo, it has 
a representation of the form 

h(Z)={ll exp(izy)g(y)dy. (1) 

Then, if the number of zeros an' (n' = 1,2, ... ) of h(z) in 
the upper half of the complex plane is finite, the phase 
and the modulus of h(z) are related by the dispersion 
relation 

1 f~ dx' - In I h(x')x' I --
7T _~ x' - x 

= _ arg hex) _ arg ix exp(ix) IT x - at-) 
\ n' x - an' 

1 
+ 2" 7T+argg(-l), (2) 

the integral on the left being interpreted as the Cauchy 
principal value and both x and x' are real numbers. 

Proof: Repeated integration by parts yields 

exp(izy) +1 exp(izy) +1 
exp(izy) g(y)dy= 0 g(y) I -. g'(Y) I 

ZZ -1 (tZ)2 -1 

1 /+1 
+ (iz)2 -1 exp(izy) dg'(Y) 0 

(3) 

Introducing complex numbers a and (3 by the relations 

exp(ia) = g(l), exp(- i(3) =g( - 1), (4) 

we may readily derive from (2) the asymptotic formula 

h(z) = ~ exp(~( a - (3)) sinlz + tea + (3)] (1 + o{~}), 

o ~argz .,21f. (5) 

Therefore the zeros a" of h(z) are distributed according 
to the asymptotic formula (Titchmarsh9

) 

an -n1f - t(a + tl), 

or Cartwright 10 

i (g(-l)) 
an -mr + "2 In\ g(l) • 

Consider the contour integral 

I(x,R)= -:- In IT --, h(z)zexp(tz) --, Ii (z-a:, 0) dz 
1ft C n' Z - an z - x 

for large values of the parameter R defined below. 

(6a) 

(6b) 

(7) 

In Eq. (7) the contour C consists of the part of the 
real axis between - Rand + R, indented at z = x and at 
the possible zeros of h(z) at the real axis with semi
circles with radii € in the upper half of the complex 
plane, and a semicircle in the upper half of the complex 
plane of radius R and centre at the origin. Using Eq. (3) 
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[

1 ig(- 1) {1 } exp(iz) exp(izy) g(y)dy= -z- +0 '7 ' 
-1 

(I < argz < 'If. 

On using the asymptotic formula (8) we derive the 
formula 

1 r 
'lfi L 

semicircle 

In n __ n' h(z)z exp(tz) --
( 

Z - a* . ~ dz 
ft' Z - an z-x 

=In ig(-l) +oM}. 

(8) 

(9) 

We inserted the asymptotic expansion (8) into the lhs of 
(9) although (8) is not valid for real values of z. How
ever, Eq. (3) shows that exp(iz)zh(z) is bounded for all 
values of argz in the closed interval [0, 'If]. Hence, re
calling that the number of zeros of h(z) in the upper half 
of the complex plane is finite, which means using (6b) 
that 19(-1)/g(1) 1< 1, there exists a positive number M, 
independent of R, such that for sufficiently large values 
of R 

Illn(n z-a:, h(z)zexp(iz)\ I <M, z=Rexp(icp), 
n' z - aft' 'j 

(10) 

Using (10), we observe that the contributions to (9) from 
those parts of the semicircle corresponding to values of 
arg z lying in the intervals 

o .". arg z .". 0, 'If - 0 .". arg z ""'If, 

can be made arbitrarily small by choosing the positive 
number 0 to be small enough. This proves that 

1· 1 i 1m ~ 
R-~ '1ft 

semicircle 
( 

z - a*, . ) dz In n --" h(z)z exp(tz) --
n' Z - an' z-x 

= In(ig(-l». (11) 

The argument of the logarithm of the integrand of (7) is 
an analytic function which by construction has no zeros 
in the upper half of the complex z-plane but possibly on 
the real axis. Hence the logarithm is an analytic func
tion within the domain with boundary C and Cauchy's 
theorem applied to (7), yields the result 

lim I(x, R) = O. (12) 
R-~ 

Letting the radii ~ of the semicircles tend to zero and 
using the property that the possible zeros of h(z) at the 
real axis gives no contribution to the integral (7), Eqs. 
(7), (11), and (12) leads to 

i
·~ *' 1 x -a limI(x,R)=O==ln(ig(-l»+~ In(n, n 

R ... ., 1ft. _ 00 n' X - an' 
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~ dx' ( 
X h(x')x' eXP(ix')j x' _ X - In ~ * ~ x-a, . 

__ ft h(x)xexp(tx) • 
x-an' 

Equating the imaginary parts of Eq. (13) leads to the 
desired dispersion relation 

(13) 

!. Inlh(x')x'I-, -=-argh(x)-arg xeun ~ i..~ dx' (x a*) 
'If _ ~ X - X n' X a., 

'If 
+"2 +arg(g(-l». 

RELATIONS BETWEEN POSSIBLE SOLUTIONS 
OF THE PHASE RETRIEVAL PROBLEM 

(14) 

Equation (14) reveals that, knowing the location of the 
zeros a of h(z) in the upper half of the complex z-plane, . . 
the phase of h(z) can be calculated from the values of Its 
modulus along the real axis up to an overall phase con
stant. This result is similar to the well-known relation 
between the modulus and phase of the complex degree 
of coherence (Wolf1

, Nussenzveig;). Hence the question 
now arises whether or not the zeros an are determined 
from the knowledge of I h(x) I along the real axis. 

To answer this question we consider the function 
h(z)h*(z*). First we observe that if h(z) is an entire 
function so is h*(z*), as follows immediately from the 
Cauchy-Riemann equations. Hence h(z) h*(z*) is the 
analytical continuation of h(x)h*(x) into the whole com
plex plane and can be calculated with any desired 
tolerance from the values of I h(x) I at a sufficiently 
large number of points. 11 Let {an} denote the set of 
zeros of g(z) and {b.} denote the set of zeros of g*(z*). 
Therefore the set of zeros of h(z) h*(z*) is the union 
{an}U{b.}, which can in principle, be determined from 
the knowledge of I h(x) I at the real axis. 11,12 

In order to apply the dispersion relation (2) we should 
be able to decide whether a particular zero in the upper 
half of the complex plane belongs to the set {a.} of zeros 
of h(z) or to the set {b.} of zeros of h*(z*). Unfortunate
ly, as already observed by Walther, 3 it is impossible 
to make such a distinction. This can be seen by "nip
ping" one of the zeros of h(z) about the real axis, which 
is equivalent to multiplying it by a so-called Blaschke 
factor (z - a:)/(z - an)' We then obtain a new entire func
tion, one zero of which has been replaced by its com
plex conjugate and the value of its modulus along the 
real axis has not changed because 

I x - a: I == 1, x real. 
x- an 

Furthermore, it can be shown that multiplying a band 
limited function h(z) by a Blaschke factor transforms it 
into another band limited function 15 (WaltherS). (A proof 
different from Walther's will be given in Theorem 1. ) 

Observing that the set {bn} of zeros of g(z) are the 
complex conjugates of the set {an} of zeros of g*(z*), it 
is clear that multiplication of the original function h(z) 
with a suitable product of Blaschke factors yields a new 
band limited function, the zeros of which may be any 
finite number of combinations of all those elements of 
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the union {an}U{bn} lying in the upper half of the com
plex plane. The reason that we allow only a finite num
ber of combinations is due to our a priori knowledge that 
only a finite number of zeros of h(z) are located in the 
upper half of the complex plane as is discussed in the 
introduction. Moreover, the moduli of all these func
tions are the same along the real axis. Therefore any 
comQination of Blaschke factors, generated by all pos
sible combinations of those elements of the union {an} 
U {b.} which lie in the lower half of the complex plane, 
yields, after insertion of these factors into the dis
persion relation (2), a possible solution for the phase 
problem. All the possible band limited functions h1(z), 
labeled by the index 1, having the same modulus along 
the real axis, and a finite number of zeros in the upper 
half of the complex plane, can be represented by the 
formula 

(15) 

where 

(16) 

and 

h(z)= 1;1 exp(izy)g(y)dy. (17) 

The product in Eq. (16) is taken over any subset {nJ 
containing a finite number of elements of the union 
{an}U{b n} in the lower half of the complex plane. 

The following theorem will show that all the functions 
gl(y) are related to g(y) by a linear Volterra integral 
equation of the second kind. 

Theorem 1: Let the function g(y) be defined on the in
terval - 1 .s y .s + 1 and suppose that g'(Y) exists every
where in this closed interval and is of bounded variation. 
Suppose the complex numbers an denote the zeros of 
the function 

h(z) = [1 exp(izy)g(y) dy, (18) 
-1 

and let 

(19) 

where the index n1 labels all the finite number of pos
sible combinations of Blaschke factors. Then the func
tions h1(z) are band limited, 15 i. e. , there exist functions 
gl(y) E L2 such that 

(20) 

and g(y) and gl(y) are related by the following Volterra 
integral equation of the second kind: 
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1 

X f e1an'(Y-Y')g(y')dy'. 
y 

(21) 

In Eq. (21) the index n" labels all the poles in the lower 
half of the complex plane of the Blaschke products oc
curring in (19). Similarly the index n' labels all the 
poles an in the upper half of the complex plane. 

Proof: Consider the two integrals 

J->C * 
[1(y, c) = -21 exp( _ iyx) (IT x - an 

1T -e [n1 ) X - an 

X l Y 

exp(ixT)g(T) dT) dx if -1 < Y < + 1, 

(22) 

1 f·e x- a: 
[2(y,c)=21T exp(-iYX)(IT x-a 

-e [n1) n 

1 

X f exp(ixT)g(T)dT )dX if -1 < y < + 1, (23) 
Y 

for large values of the real parameter c. On adding 
Eqs. (22) and (23) we obtain at once 

(24) 

Let us close the contour of [1 by a semicircle C- in the 
lower half of the complex plane, with radius c, and 
centered at the origin, and let us close the contour of 
[2 by a semicircle c+ in the upper half of the complex 
plane, with radius c and centered at the origin. 

Using the asymptotic expansions 

I: exp[iZ(-Y+T)]g(T)dT=f:) +0{:2}' 1T<argz<21T, 

- 1 < Y < + 1, (25) 

[1 exp[iz(-y+T)]g(T)dT=-~~) +0{:2}' O<argz<1T, 
Y 

- 1 < Y < + 1, (26) 

that follows from (3), we obtain from (22) and (25), with 
the help of the residue theorem, 13 

I 1(y, c) = - i:6 (an' - a;,) IT 
n" [n1 ) 

n
1 

t nil 

X fY exp[ian,(- y + T)]g(T)dT 
-1 

1 f2T ( g(y) { 1 }) +- --+0-
21T ice I~ c2 

• 

X cel~ idc/>, - 1 < Y < + 1, (27) 
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and 

12(y,c)=i L (an,-an'!') IT 
n' {nl} 

nl ~n' 

X fl exp[ia,,!- y + T)] g(T)dr 
y 

+ f Cf:;.- +O{:2}) ciei-dcp, -1<y<+1, 

• 
(28) 

Hence if c tends to infinity we derive from (27) and (28) 

+i ~ (a". -a;) 

a, -a* 11 ] 
" n exp[ia ,(_ y + T) g(T) dT, 

an' - an PI 
y 

- 1 < Y < + 1. (29) 

The relation (24) shows that the left-hand side of (29) is 
the Fourier transform of the entire function h1(z). More
over, defining g( r) to have the value zero if I T I > 1 we 
derive in a Similar way the result 

Xg(T)dT=O if Y <-1. (30) 

Hence the Fourier transform of the function h1(z) 
vanishes outside the interval I x I ",; + 1. Therefore, the 
entire function h1(z) can be represented on the real axis 
and by, analytical continuation everywhere in the com
plex plane, by the formula 

(31) 

where 

X II exp[ian,(- y + T)]g(T)dT. 
y 

(33) 

APPLICATION TO MICROSCOPY 

The preceding calculations have shown that the phase 
of a band limited function is not uniquely determined by 
its modulus along the real axis. Hence a Priori in
formation has to be used in order to obtain an unam
biguous relation between the modulus and phas~. We 
will now show that if we apply the preceding theorems 
to microscopy we have such a required a priori informa
tion, especially about the function g(y) of Eq. (1). 

Let us consider image formation by a microscope, 
free of aberrations, of a monochromatically illuminated 
object. 

We know from the preceding analysis that several 
field distributions g(y) in the Fraunhofer plane lead to 
the same intenSity distribution I h(x) 1 in the Gaussian 
image plane. However, we have the a priori information 
that, according to (1a), g(y) is band limited and that the 
number of zeros of h(z) located in the upper half of the 
complex plane is finite. The band limitation of the un
perturbed wavefunction g(y) is due to the imaging prop
erties of the microscope [Eqs. (la) and (lb)] and is 
therefore valid for any object imaged by a microscope 
whereas in general the number of zeros of h(z) may be 
finite or infinite in the upper half of the complex plane 
[e. g. consider the example discussed in the introduc
tion which shows that if a finite number of the zeros of 
h(z) are located in the upper half of the complex plane, 
the band limited function h*(z*) having the same modulus 
as h(z) on the real axis, has an infinite number of zeros 
located in the upper half of the complex plane]o Recalling 
Eq. (6b), 

_ i {g(-1») 
an mr +"2 In\g(i) , (6b) 

we deduce that the number of zeros of h(z) located in 
the upper half of the complex plane is finite if 
Ig(- 1) 1< 1 g(1) I. Hence, in microscopy, just by mea
suring the intensity in the end points of the Fraunhofer 
plane we can decide whether the condition 19(-1) 1 
< 19(1)1 is valid or not. If I g(-l)1 > 19(1)1, we can 
still apply the theory of this paper considering the func
tion h(-x) instead of h(x), because using (lb) 

h(-x)= [1 exp(ixy)g(-y)dy. 
-1 

It is even possible to ensure that the condition 1 g (- 1) I 
< I g(1) I is valid a fortiori if, as usual in electron 

gl(Y)=l:~ exp(-ixy)h1(y)dy. 

Combination of (24), (29), and (32) yields 

(32) microscopy, we are dealing with weak objects, i. e., ob
jects which only slightly perturbs the illuminating plane 
wave. Because in this case we can choose the angle of 
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incidence of the illuminating wave in such a way that the 
maximum of the diffraction spot coincides with the rim 
of the diaphragm. It will now be shown that only one 
function out of set of all possible distributions in the 
Fraunhofer plane is consistent with our a priori knowl
edge and, moreover, can be easily determined. 

According to (34), g(y) is an entire function. There
fore the rhs of (33) is an entire function, which is equal 
to the entire function gl (y) in the interval - 1 < y < + 1. 
Hence, by the principle of analytical continuation, Eq. 
(33) holds everywhere in the complex plane. Recalling 
that the numbers an' and an" have nonzero imaginary 
parts, it is apparent from (33) that in general gl(y) 
diverges if y tends to either + 00 or - 00. However, one 
and only one of all the possible field distributions 
[viz. g(y)] is bounded, as required by (34) and the as
ymptotic expansion (3), if y tends to either + 00 or - 00. 

Inspection of (33) shows that this will be the case if 
gl (y) =g(y). 

Hence just by inspection of the asymptotic behavior of 
all the possible field distributions in the Fraunhofer 
plane and by using the a priori information of band 
limitation and hence boundedness, we can uniquely 
determine the field distribution in the Fraunhofer plane. 
Inserting this uniquely determined function in (35) yields 
the unique solution to the phase retrieval problem. 

If a priori information of g(y) is not available or at 
least not in a form which can be treated analytically, 
additional information could be obtained by making a 
second exposure, for different defocusing. We will now 
show that these two measurements are sufficient to 
allow us to determine g(y) up to an overall phase. In 
one dimension the relation between the image wavefunc
tion h(x) and the wavefunction g(y) in the Fraunhofer 
plane is 

f+l ( ~ 2) 
hk(x) = exp ixy+ ;f' g(y)dy, k=1,2, 

-1 

where ~z k is the distance between the defocused ob
servation plane and the Gaussian image plane. 

(34) 

Inserting all possible combinations of Blaschke fac
tors into the dispersion relation (3) we obtain from both 
measurements (k = 1, 2) two sets of functions {h? l(y)} 
and {h1<2l(y)} and by Fourier inversion two sets of func
tions {g!1 l(X)} and {gfl(X)}. We know from (34) that only 
those functions for which 

g(l)(y) _ i 2 

~( ) - exp f2 (~ZI - ~Z2)Y , 
gl Y 

(35) 

are consistent with our a Priori knowledge that both ex
posures are taken with two different values of the 
defocusing. 

Using (33), condition (35) yields 

(y) (i~ZI 2) . '" ( *) g exp f2 y - ~ L1 an" - an" IT 
n" (nIl 

"1* nil 

(Y! i~z ) 
X l _1 

exp~an"(- y + r) + T r g(r)dr 
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+ i L (an' - a~,) 
n' 

[1 eXP~an,(-y+r)+i7?r2)g(r)dr 
Y 

bn,,- b; LY 

( 

-1 

exp ibn,,(-y+r) 
bn" - bn 

~z ) +if?r2 g(r)dr+i~·(bn,-b;,) 

X [1 exp~b .. ,(- y + r) + iT r) g(r) dr], (36) 

where the numbers an' and bn' denote the zeros of the 
functions h1(z) and h2(z) in the upper half of the complex 
plane, and the numbers an" and bn" the zeros of the 
functions h1(z) and h2 (z) in the lower half of the complex 
plane. 

Equation (36) is identically satisfied if none of the 
summations appear, i. e., if gl(y) = g(y). Otherwise, 
as in the discussion following Eq. (33), we derive from 
Eq. (3) that if y tends to infinity the left-hand side of 
Eq. (36) is o{ exp(+ ClY)} if y - + 00, or o{ exp( + C~)} if 
y - - 00, where c i = max{Im an'} and c2 = max{Im an"}' 
whereas the right-hand side of Eq. (36) is o{ expi(~zl 
- ~Z2)y2 + caY} if y - 00 or o{ exp(i(~zl - ~Z2)y2 + c~)} if 
y-_oo, where c3 =max{Im(bn,)} and c4 =max{Im(b .. ,,)}. 
Hence, Eq. (36) only can be satisfied if none of the 
summations appear. Therefore, only g(y) satisfies con
dition (35), and can be determined up to a constant by 
the following procedure. Divide each function belonging 
to the set of functions {g? l(y)} by every function be
longing to the set of functions {g~2 l(y)} and test if con
dition (35) is satisfied. Then one and only one pair of 
functions will be found satisfying (37), and these are the 
functions which determine the unknown function g(y). 
Having determined g(y), which is the main goal of image 
reconstruction, h(y) and argh(y) can be calculated. This 
provides the required solution to the phase reconstruc
tion problem. 

DISCUSSION 

The preceding calculations not only prove the uni
queness of phase reconstruction of optical images but 
also provides an explicit procedure for calculating the 
phase. However, the question of stability is not con
sidered and the procedure might be very sensitive to 
noise and errors in measurements. Hence computer 
simulated calculations should perhaps be employed to 
indicate the feasibility of the procedure or the need of 
another algorithm. 

Uniqueness was obtained by using a priori informa
tion about the unperturbed wave function g(y) in the 
Fraunhofer plane, namely that this wavefunction is band 
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limited and that we know that either 19(-1)1 < Ig(l) or 
1 g(-l) I> 1 g(l) I. Another a Priori bit of information 
which could be used would be the knowledge of the 
quotient of two functions calculated from two images 
corresponding to two different settings of the defocusing. 
Gerchberg and Saxton 7 suggested that knowledge of the 
modulus of the wavefunction in the Fraunhofer plane 
determines uniquely the phases of both this wavefunction 
and of the image wavefunction. Computer simulated 
calculations sustained their claim. The results of this 
paper give additional support to their hypothesis. 

Our theory is one dimensional. However, since 
micrographs are essentially two dimensional, a two di
mensional extension of our theory is required. Clearly 
such a theory will be more complicated than the one 
presented here. For example flipping of zeros expressed 
by the use of Blaschke factors will then in general not 
apply, as is obvious from Weierstrass's preparation 
theorem, Osgood. 14 

These points will be discussed in a future publication. 
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A simpler way of finding the Green's function G(2p,O,O) for the body-centered and face-centered cubic 
lattices as the square and product, respectively, of the pth derivatives of two complete elliptic integrals of 
the first kind is pointed out. The key relations required for these results are the Clausen's and Brafman's 
formulas for the body-centered and face-centered cubic lattices, respectively. 

The Green's functions for the cubic lattices have been 
the object of an extensive study for many years. As a 
result of such a study it is known that the value of a 
Green's function at an arbitrary site can be expressed 
in terms of the values of the function at less general 
sites through the use of the recurrence formula for that 
function. 

Recently it has been shown by Inoue 1,2 that an es
sential role is played by G(2P, 0, 0) [see Eq. (1) below] 
in evaluating the value of the Green's function at an ar
bitrary site for the case of the face-centered cubic (fcc) 
and body-centered cubic (bcc) lattices. Based on this ob
servation she has gone through the evaluation of 
G(2p, 0, 0) for these lattices with a considerable effort. 
In the case of the fcc lattices the final result is ex
pressed in a rather complicated triple sum which in
volves the F4 function of Appell, while that for the bcc 
case is expressed in a form which is also fairly cumber
some. For the fcc case it has been pOinted out by the 
present author 3 that the triple sum can be carried out 
in closed form to give a simple form of being the product 
of the pth derivatives of two complete elliptic integrals 
of the first kind. 

The purpose of this paper is to present a Simpler 
alternative procedure for obtaining the result found in 
Ref. 3 for the fcc case and also to point out a method by 
which the closed general formula for the bcc case can 
be obtained. 

Let us begin with the relevant Green's functions which 
are defined by , 

G (l m n) = ~fff coslx co.smy cosnz dxydz , 
c "7T3 E-zl'J-w(x,y,z) 

o 

l 
cosx cosy cosz for C = b, 

w(x, y, z) = cosx cosy + cosy cosz + cosz cosx for C = j, 

cosx + cosy + cosz for C = s, 

(1) 

where b, j, and s refer to the bcc, fcc, and sc (simple 
cubic) lattices, respectively. In the discussion that 
follows we will restrict ourselves to the regions E ~ 1, 
E ~ 3, and E ~ 3 for the bcc, fcc, and sc cases, respec
tively, where the functions defined by Eq. (1) will all be 
real. 

When 1 = m = n = 0 holds, it is well known that Gb with 
E = 1 can be represented as the square of a complete 
elliptic integral of the first kind, while G f and Gs with 
E = 3 as the product of two complete elliptiC integrals 
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of the first kind. In the cases of G f and G s' however, 
they can also be reduced to the square of one such inte
gral due to the degeneracy that results from the special 
choice 1 = m = n = 0 for these functions. 

Focusing our attention to Gc(2p, 0, 0) for the reason 
stated in the foregOing, we remind ourselves that the 
function can be represented in the following form 4: 

1 j' Gc(2P,0,0)= 7 dxcos2pxHc(kc ), 
o 

(2) 

i 
2K(kb)/E, kb = cosx/E for C = b, 

Hc(kc)= 2K(k,)/(1+E), k
f

=2(E+C(lS2x )1/2/(I+E) (3) 

for C=j, 
ksK(ks), ks = 2/(E - cosx) for C = s, 

where K(k) stands for the complete elliptic integral of 
the first kind. 

To evaluate the integral in Eq. (2), let us first work 
with the bcc case. It is readily seen that Gb(2P, 0,0) can 
be represented by 

as shown in Ref. 2. The well-known integral in Eq. (4) 
can be evaluated as 5 

7Tr(1 + 2p) 
(5) 22n+1 r(1 + n + p) r(1 + n - p) , 

and in view of the presence of the factor l/rel + n - p) 
in Eq. (5) it is important to realize that the summation 
in Eq. (4) starts effectively from n = p. Moreover, the 
factor r(1 + 2n) of Eq. (5) may be rewritten 
by the use of the duplication formula as reI + 2n) 
= 22nr(n + oren + t)/v'iT. Then, upon introduction of a 
new summation index by n - p - n and use of the identity 
(a)n+p= (a + p)n(a)p we see that 

1 (Wp)2 [t+p,t+P,t+P;I/E
2
] 

Gb(2p, 0, 0) = 22PE2P+1 p! 3F 2 1 + p, 1 + 2p • 

(6) 
This result Should be compared with Eqo (302) of Ref. 2. 
If we combine Clausen's formula 6 with Eq. (10) on p. 111 
of Ref. 5 we obtain 

[ 
2a, a + b, 2b; z J= { F [2a, 2b; (1- v'f=Z)/2J}2 

3
F 2 a+b+t,2a+2b 2 1 a+b+~ , 

(7) 
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which is, of course, equivalent to Eq. (2.10) of Ref. 2. 
Then by applying the result of Eq. (7) for 2a = ! + p = 2b 
to Eq. (5) we finally obtain 

If it is deSired, one may rewrite the 2Fl in Eq. (8) as 
the pth derivative of 2Fl(!'!; 1; k 0

2) = (2/rr)K(ko) with 
respect to k 0

2 = [1- (1- E-2)1/2]/2. It should be noted that 
the result in Eq. (8) is precisely identical to that ob
tained by Joyce 7 by a different method for his function 
P(O, 2m, 2n), which coincides with our G~(2p, 0, 0) when 
m = 0, n = p, and z = E-1

• As already mentioned in Ref. 
2, the results of Eq. (8) and Joyce's for p=O, •.. , 3 
produces the same expressions as given in Eqs. (3.9)
(3. 12) of Ref. 2. One observes from the expression for 
P(O, 2m, 2n) found by Joyce given as the product of two 
2Fl functions that the degeneracy of the bcc lattice 
Green's function from the product for P(O, 2m, ~n) to the 
square for P(O, 0, 2p) of the 2Fl functions takes place as 
a direct consequence of our choice m =0. 

Returning to the fcc lattice case we recall that the 
necessary integration for G i2p, 0,0) has already been 
carried out in Ref. 1. However, we shall see shortly 
that carrying the integration all the way through as it 
was done in Ref. 1 complicates the matter unnecessarily. 
In spite of the fact that the complicated final result ob
tained in Ref. 1 can actually be summed in closed form 
as shown in Ref. 3, it is advisable to cease the evalua
tion of Ref. 1 at some appropriate stage in order to ob
tain the desired result in a quicker way. Thus, we stop 
our calculation at the stage where after evaluating the 
integral in Eq. (2) in terms of Legendre polynomials 
P /( 0 we express them as multiples of Jacobi poly
nomials P rr-P (J>.P)(~). By doing so we obtain 

where 

~ = (E + t)/[E(1 + E)]1/2. (10) 

Since it can be shown here again that the summation in 
Eq. (9) starts effectively from n = p by essentially the 
same reason as for Eq. (4), we introduce a new sum
mation index by n - p - n. In contrast to Eq. (6) for 
Gb(2p, 0, 0), this gives rise to the following expression 
for G f (2P, 0, 0): 

G
f

(2p,0,0)== (1+~)2J>+1((p!)rJ»2 '£ (t+p).(!+p). 
.,0 (1 + p).(1 + p). 

XP/M)W [(1 !EY [E(1 +E)]1/2]". (11) 

Here we note the following formula due to Brafman 8 
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= 1<' [Q,1+a+j3-q;(1-t-W)/2] 
~1 1+ a 

x F [Q,1+a+j3-Q; (1+t-W)/2] 
21 1+13 , (12) 

where w == (1- 2xt + f)1/2 and q.is arbitrary. If we set 
x - ~ = (E + !)/[E(1 + E)]1/2 and t == [2/(1 + E)]2[E(1 + E)]1/2, 
we find that 

t(1 'Ft - w) =! [1=f (1 ! Ef [E(1 + E)]1/2 

(E -1)(1 + E)I/2(E - 3)1/2] 
- (1+E)2 ' (13) 

which are identical to k*2 of Ref. 1. By substituting the 
result of Eq. (12) for a==j3==p and q==t+p with the above 
values of (1 'Ft-w)/2 into Eq. (11) we finally obtain 

x F [!+p, t+P;k_
2

] 
21 l+p , 

which coincides with the result that has been found 
previously in Ref. 3. Naturally, we may express the 

(14) 

2Fl functions as the pth derivatives with respect to the 
respective variables of more basic 2F1 functions, as was 
done in Ref. 3. 

Lastly, let us consider the sc case. Here the pro
cedure analogous to the foregoing leads to 

G s(2p, 0, 0) = _1_ '£ t WmWm(2m ~ 1). (E2 )201 (E1 )" 
rrE 01.0 •. 0 (1)01(1)01 n. 

x f' dx cos2px cos·x. (15) 
o 

To evaluate the integral in Eq. (15), we split the range 
of integration into [0, rr /2] and [rr /2, rr J. The result for 
the former follows directly from the same formula as 
that used for the bcc case. The latter, upon change of 
variable x-rr - x, gives (_I)· times the former, leading 
to the result that only n == even contributes to the sum 
in Eq. (15). With this in mind we introduce a new sum
mation index by n - 2n which allows us to express 
G s(2p, 0, 0) as 

1 ~ ~ r(m+!)r(m+t)r(2m+2n+l) 
rrE ~o~ m! r(m+l)r(2m+1)r(l+n+p)r(l+n-p) 

By replacing n - p - n and rewriting the factors of the 
form r(2k + 1) which appear both in the numerator and 
denominator we obtain 

Gs(2P, 0, 0) 

1 ~ ~ I'(m+!)r(m+n+p+t)r(m+n+p+l) 
= rrE2 J>+lmL;o'fo m r n! [r(m + 1)]2 r(n + 2p + 1) 

(16) 
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We note that Eq. (16) above represents a generaliza
tion of the result for Gs(O, 0, 0) which was found earlier 
by a different method. 9 We observe also that the direct 
rewriting of the right-hand side of Eq. (16) in terms of 
the Pochhammer symbol does not identify it with any 
one of the functions in the Horn's list of functions in 
two variables. 10 

It can readily be shown that Eq. (16) may be rewritten 
as 

(18) 

Unfortunately, however, neither the right-hand side of 
Eq. (17) nor that of (18) seems to be summed up in a 
closed form which represents a generalization of 
Gs(O, 0, 0) that can be represented by the product of two 
K(k) a:2Fl~, t; 1; k2) functions [or the square of a K(k) 
function], as was mentioned in the beginning. If the 
right-hand side of Eq. (17) or (18) were equal to some 
function, such as the F; function, i = 1, 2, 3,4, of Appell, 
for which there exists a known identity by which it can 
be expressed as the type 2F1X2FU then the situation 
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would be rather interesting. However, it seems very 
unlikely that such is the case. 

Thus, we have to conclude at this stage that no 
specially interesting representation for Gs (2P, 0, 0) has 
been found as yet. 

Note added in proof; After completing the present 
manuscript we succeeded in evaluating G(2Pt, 2P2, 2P3) 
for C = band s (to be submitted for pUblication). Ac
cording to the formula we found it is easy to check that 
Eq. (16) for Gs(2p, 0, 0) equals E-1(2E)-2/1Fc (-hp,1+P; 
1 + 2P, 1,1 ;E-2, E-2, E-2), where F c stands for the Lauri
cella's function of three variables. [See P. Appell and 
J. Kampe de Feriet, Fonctions hypergeometriques 
et hyperspheriques-polynomes d' Hermite (Gauthier
Villars, PariS, 1926), Chap. VII.] 
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Research Notes, No. 15, 1964, quoted in T. Morita and T. 
Horiguchi, J. Math. Phys. 12, 981 (1971). 

5See, for example, A. Erdfllyi, Ed., Higher Transcendental 
Functions <McGraw-Hill, New York, 1953), Vol. I, p. 12. 

6See p. 185 of Ref. 5 with the correction that a + 2b is to be 
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10Page 224 of Ref. 5. 
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Canonical transformations and path integrals 
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A limited class of canonical transformations is introduced into the Lagrangian path integral method of 
quantization. Path integral quantization in different representations is discussed and a simple example is 
given. 

I. INTRODUCTION 

The path integral method of quantization introduced 
by Feynman1 has always seemed to suffer from two 
limitations, first that it can only be implemented for 
Lagrangians quadratic in the generalized velocity and 
second that canonical transformations cannot naturally 
be incorporated into the scheme. Although it is a simple 
matter, for example, to formally introduce the momen
tum representation by means of the Fourier transform, 
justifying the identification of the argument of the trans
formed wavefunction with the momentum is not so easy. 

In this article we discuss how at least a limited class 
of canonical transformations can be defined and carried 
out in the context of path integral quantization. The 
above-mentioned identification of the canonical momen
tum is then easily done. Furthermore, path integral 
quantization can then be carried out in representations 
other than the coordinate representation. For 
Lagrangians that are not quadratic in the velocities 
this allows propagators to be found indirectly. 

We restrict ourselves here to the Lagrangian path 
integral method rather than the canonical approach in
volving integration over paths in phase space. 2 

The "ordering" problem, that is, the reflection of the 
operator ordering ambiguity of canonical quantization by 
corresponding ambiguities in path integral quantization, 
is not a major concern of this work although it has been 
discussed in several recent papers. It will be mentioned 
only briefly in the last section. 

As a preliminary matter, the first section contains 
a short discussion of the relationship of classical canon
ical transformations to Hamilton's principle. In the 
second section canonical transformations of the wave
ftinction are defined and interpreted by means of a ver
sion of Dirac's classic al limit argument. 3 Path integral 
quantization in different representations is discussed in 
the third section, and a simple example is presented. 

2. CLASSICAL CANONICAL TRANSFORMATIONS 

We wish to define canonical transformations directly 
in terms of Hamilton's prinCiple for a classical system. 
Thus given the variational principle 

o J/' L(q,q,t)dt=O, o (1) 

where q refers to a set of m coordinates, we wish to 
transform to new coordinates Q(q, q, t) with a variational 
principle 
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o ft~ L'(Q, Q, t) dt= ° (2) 

so that both give the same extremum path. The varia
tions about the extremum path are different since dif
ferent generalized coordinates are held fixed at the end 
points in each case. Thus L' *L and we write 

L'(Q, Q,t) =L(q, q, t) - j(q, q, Q, Q, t). (3) 

The new variation then yields 

of L'dt= r f, {[~ - .E.. (of') _..31 +!! (-¥)] oql )to oql dt oql oql dt oql 

[J.L d (JL)] } - ilQ
I 

- dt il¢, oQI dt 

(4) 

and a sufficient but not necessary condition (since the 
oq, are not independent of the oQI) for the new variation 
to give the same extremum path as the old is 

(5) 

By Similarly considering the old variation we obtain 

ilL' ilF 
ilQ, =- ilQ

I 
• 

(6) 

These conditions define the usual canonical trans
formation with our F as the Fl generating function, and 
the new action integral is related to the old by 

1ft! L(q,q,t)dt= F' L'(Q,Q,t)dt+[F(q,Q,t)]t, • (7) 
o to to 

If we are given F(q,Q,t), we can deduce Q(q,q,t) from 
(5) and the old Lagrangian in the standard fashion. 

3. TRANSFORMATIONS OF THE PATH INTEGRAL 

Since the change in the action integral due to a canon
ical transformation is equal to the difference between 
the end point values of the generating function, we 
might, in quantum mechaniCS, represent the modifica
tion of a Feynman path integral in a corresponding man
ner. That is, if we represent the time evolution of a 
wavefunction from to to t, in the q representation in 
terms of the usual propagator 

1/J(q!,t, )=/ exp(~lotl Ldt) Dq1/J(qo,to)dm%, (8) 
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where qo = q(to) etc., then the time evolution in the Q 
representation would be given by 

X(Q"t,)= f exp (~ [-F(q"Q"t,) + fo~ L(q,q,t)dt 

+ F(qo, Qo' to)]) DqX(Qo, to) d:~o 

= f exp (~i F(q" Q" t,») f exp (~ f Ldt) Dq 

(
i ) dmq, ~ dmQ 

x exp Ii F(qo, Qo' to) X (Qo, to) A A 0 T ' 
(9) 

leading us to postulate 

! (-i ~ ~ 
X(Q,t)= exp If F(q,Q,t») 1jJ(q,t) A ' 

(10) 

We must then have 

! exp(~ F(q,Q,t») exp(-,/ F(q',Q,t») !7~ 

and the classical transformed coordinates Q I (q, q, t). 
We will do this by transforming the Feynman propagator 
by (10) and repeating Dirac's well-known classical limit 
argument to obtain (5). If the original propagator is 

K(q"t"qo,to)=! exp(~ 1:' Ldt) Dq, (16) 

the transformed propagator is 

K(Q"t"Qo,to)=~! exp [~(-F(q"Qf,tf)+ f:f Ldt 

+F(Qa,Qo,to»)] Dqdmq,dmqo· 

(17) 

We can express this as a new path integral Dq, where 
the q i are varied at the end points as well as along the 
path. So 

K(Qf,tf,Qo,tO) 

= (l/A)J exp{(i/Ii)[-F(qf,Q"tf ) + J Ldt 

+ F(qo, Qo' to)]} Dq. (18) 

Now, if we let Ii become very small, we must get phase 
cancellation of the integrand for all paths except those 
in the neighborhood of the path that makes 

=5(m)(q-q'). 
(11) J:~ L(q, q, t) dt - F(qf' Qf' tf) + F(qo, Qo, to) (19) 

We have restricted ourselves to coordinates having con
tinuous ranges of possible values. Requirement (11) can 
be satisfied if we restrict F(q, Q, t) to be of the form 

F(q, Q, t) 

= ajJqjQJ + g(q) + C(Q), A =A' = [(27TIi)m /detaiJ]1/2. 

(12) 

Just as the Lagrangian is restricted to forms quadratic 
in the generalized velocity for the path integral formu
lation, the generating functions must be restricted in 
form for the incorporation of canonical transformations 
into the method to be possible. 

We can interpret the above in the spirit of the 
Feynman approach in the following fashion. In classical 
probability theory we can say that, if two variables x 
and yare statistically related, the probability for Y to 
have the value Yu P(Yl)' can be written as 

(13) 

where P(xn) is the probability that x has the value xn and 
PC(Yl'Xn ) is the conditional probability that Y has the 
value Yl if x has the value xn • In quantum mechanics we 
must use amplitudes so that 

P(Yl) = 1 A(Yl) 12
, 

(14) 

Thus we are postulating that the conditional probability 
amplitude for Q to have the value Ql if q has the value 
ql is essentially 

(1/ A) exp[ (- i/Ii) F(ql' Ql' t)]. (15) 

We now wish to establish the corresp<?ndence between 
the quantum mechanical variables, Qp defined by (10), 
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an extremum. This means that 

(20) 

where the 5 variation includes variation of the qj at the 
end points. The variation (20) leads immediately to (5) 
at times to and tf and to the usual Lagrange equations 
for the ql" In a similar manner consideration of the in
verSe transformation of the propagator leads to (6). 

Although the class of transformations we can treat in 
the above manner is restricted, it does include two im
portant cases, namely the transformation to the mo
mentum representation and the infinitesimal time trans
lation generated by the action Ldt. The first is obvious 
and corresponds to 

(21) 

The second is given by 

F(q,Q,t)=fL(Q;q,Q) +fL(Q;q ,q) (22) 

for Cartesian coordinates. 4 Equation (12) leads directly 
to the condition that L be quadratic in the velocity. 

4. PATH INTEGRALS IN DIFFERENT 
REPRESENTATIONS 

We now turn to another aspect of our discussion. It is 
easy to find examples of canonical transformations of 
the form (12) which connect Lagrangians which are not 
quadratic in the velocity with Lagrangians simpler in 
form. While the path integral quantization method can
not be applied directly to the former, if a connecting 
canonical transformation exists the simple Lagrangian 
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can be used in the quantization procedure and the propa
gator corresponding to the nonquadratic Lagrangian ob
tained by use of the corresponding unitary transforma
tion given by (10). One could thus obtain, in an indirect 
fashion, propagators which are not of the Feynman form 
(16) and which correspond to Lagrangians which are not 
quadratic in the velocity. 

We now give a simple illustration of this. Consider 
a Lagrangian of the form 

L(q,q,t)= W(q) - V(q), (23) 

where W is an even but not quadratic function of the m 
coordinates q I' This Lagrangian is simple enough to 
avoid the ordering problem, which we will discuss 
further on. 

The canonical transformation which we consider is 
that which gives the momentum representation, that is, 

The new Lagrangian is then 

U(p,p, q, t) = - [qJI + T(p) + V(q)], 

T(p)=P/l i - W. 

(24) 

(25) 

(26) 

We note that the ql have been carried over as auxiliary 
variables, characteristic of Lagrangians giving first 
order equations of motion. 

To better understand the role of the ql in the path 
integral method, we consider the classical variational 
principle in Some detail. The variation of the classical 
action is 

os=-loY 
[(Pi+:;) Oqj+(:; -q)opa dt 

(27) 

If we seek the classical trajectory between specified 
initial and final momenta, the variation of the PI at the 
end points must vanish. However, as we shall see, the 
variation of the qi cannot vanish at the end points. Since 
(27) contains no end poir.t term involving oq" we can 
immediately write down the Lagrange equations which 
are 

(28) 

Specifying the Pi at the end points determines the so
lution to these equations including the qi(t). Thus the qi 
cannot be independently specified at the end points and 
the correct classical trajectory can only be obtained by 
varying the qi at the end points as well as along the path. 

When we define the propagator as a sum over classi
cal histories, we thus consider it as the amplitude that 
the system will go from an initial point to a final point 
in the space of the Pi'S only. including paths going from 
all possible initial q. 's to all final ones. With that un
derstanding, we write the propagator as 
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K{p, • t"Po. to) 

== f exp{ -,/ J:: [qiPi+T{P)+V(q)]dt} DqDp. 

(29) 

When we break the time interval into infinitesimal seg
ments in the usual fashion to evaluate the propagator. 
we cannot approximate the action by its classical value 
for an arbitrary path because of (28). Instead, we write 
the action in the following form 

S[p(t +e), t +f ,pet), t] 

== f:·· [qi dP. + T(p) dt + V(q) dt] 

""qi[Pi(t +e) - Pi(t) + [:r(p) + V(q)]e, (30) 

where qi and T are some average values for the time 
interval which we leave unspecified for the moment. 
The propagator is then 

K(PI' tl,po, to) 

== L f exp ( - i ~ qiCn)(pjCn+l) _ pfn» 
.~o If ,.,0 

~N-l d"'q{n) d"'q 
+e[T(p<n+1),p<n»+V(q{n»J)LIo dmpCn) -A- T' 

(31) 

where P.CO) ==p,(to),p,Cn) ==P,(tn), etc. It is sufficient for 
our purposes to consider just the propagator for an in
finitesim al time interval which is 

K(p, t +e ,p' ,t) 

== f exp{ - i/If)(q,(p, - PP +eT(p,p') +eV(q)1} dtf / A 

== f exp[(- i/If)q,p,] exp{ - i/If)[T(p,p') + V(q)]E} 

(32) 

Choosing T ==UT(p) + T(p')] and noting that q is now a 
dummy variable, we get 

K(p,t+e,p',t) 

== exp[(- if/2M T(p)]j exp[(- i/n) qjPj) exp[- idmV(q)] 

x exp[(i/n) q,pj][dq /(27T1f)m] exp[(- if/21f) T(f/)], 

(33) 

where unitarity dictates that A = (27TIf)m • 

Returning to the coordinate representation via (10), 
which, of course, is now just the Fourier transform, 
we obtain 

K(q,t+e,q',t) 

== f exp[(i/If) Pjq,] exp[(- ie/2n) T(p)] exp[(- i/If) p,qj] 

Xexp[{- ie/If) V(q)] exp[(i/n)q,pn exp[(- ie/21f) T(p')] 

Xexp[ (i/If) p~qn dmpd mp'dmq/(27T1f)2m. 

(34) 

This propagator is not of the Feynman form and can 
only be put in that form when T(p) is a quadratic func
tion. In that case, the integrations in (34) can easily be 
done, and the procedure is straightforward. 
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We note here that since, in the above calculation, 
the action for the infinitesimal time interval was not 
approximated by its classical value (indeed, could not 
be), the results (33) and (34) could be obtained even for 
the free particle case, i. e., V(q) =0, where a classi
cal action does not in general exist. 5 What is implied 
here is that the notion of an integral over paths can be 
implemented even in cases where there is no path that 
makes the action an extremum. For such cases, resolu
tion of the ordering ambiguity by postulating that the 
action must be approximated by its classical value6 is 
impossible. The ambiguities that occur when the above 
momentum space quantization procedure is applied to 
Lagrangians more general than (23) correspond to those 
characteristic of the canonical quantization procedure. 
This can be seen by noting the formal resemblance of 
the propagator (29) to the canonical phase space path 
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integral: which is often used. 2,7 The analysis of Cohen7 

then essentially applies here also. 

lR. P. Feynman, Rev. Mod. Phys. 20, 367 (1948); G. Rosen, 
Formulation of Classical and Quantum Dynamical Theory 
(Academic, New York, 1969); R. P. Feynman and A.R. 
Hibbs, Quantum Mechanics and Path Integrals (McGraw-Hill, 
New York, 1965). 

2A. Katz, Classical Mechanics, Quantum Mechanics, Field 
Theory (Academic, New York, 1965). 

3P.A.M. Dirac, Principles of Quantum Mechanics (Oxford, 
V.P., London, 1958), 4th ed. 

4R. P. Feynman, Ref. 1. 
5B. S. DeWitt, Rev. Mod. Phys. 29, 377 (1957). 
6K.S. Cheng, J. Math. Phys.14, 980 (1973). 
7E. Kerner and W. Sutcliffe, J. Math. Phys. 11, 391 (1970); 
L. Cohen, J. Math. Phys. 11, 3296 (1970); T. W. Mayes and 
J.S. Dowker, J. Math. Phys.14, 434 (1973). 
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A variational principle for the Boltzmann equation for hot 
electrons in a semiconductor 

W. A. Schlup 

IBM Zurich Research Laboratory. 8803 Riischlikon. Switzerland 
(Received 10 September 1974; revised manuscript received 4 February 1975) 

It is shown that the well-known Kohler variational principle for the small electric-field solution of the 
Boltzmann equation can be extended to arbitrary fields. if a generalization of Hamilton's principle proposed 
by Djukic and Vujanovic is used. 

Variational principles determine the solution of a 
problem given by an equation by extremumizing an action 
function 5 = f dn L with certain conditions on the bound
aries, which make partially integrated terms vanish. 
The infinitesimal volume dn goes over all independent 
variables of the equation; in the general case considered 
here it is dn=dtd 3kd 3x. 

KOhler's variational principle 1-3 deals with the first
order solution CPrr. of the Boltzmann equation for small 
electric fields F, 

gt= f d 3k'(Wtt, CPt' - WttCPk)' (1) 

where grr.= F(oh);/iJk), hrr.=C exp(- El/T) is the Maxwell
Boltzmann distribution and the tranSition-rate product 
W tt' ht, is symmetric. Extensions for a magnetic field 
and for frequency-dependent conductivity 4-6 are known 
(for a Lagrangian formulation see the Appendix). Upper 
and lower bounds for the transport coeffiCients can be 
found for Hermitian 7 and non-Hermitian 8 collision 
operators. 

By using a power-series expansion with respect to the 
electric field the variational solution of the Boltzmann 
equation has been formulated 9 and discussed for the 
lowest field-dependent term in the conductivity 10 by 
Adawi. 

It is not possible to find a classical Lagrangian (CL) 
for the hot-electron Boltzmann equation, since it is of 
first order in a/at for the transient case and also in 
o/ak for the stationary case. For first-order equations, 
there exist no Lagrangians, or the calculus of variations 
generates even-order equations only. 11 

There are limit Lagrangians (LL), which produce odd
order equations, e. g., for x + x = 0, no CI exist, but 
L,,(x, X, t) = (llx2 /2 + r 12)· exp(- till) gives the upper 
equation in the limit Il ~ O. It is highly probable that 
there exists no LL, neither for the time-dependent nor 
for the stationary hot-electron problem [see remark 
after Eq. (14)]. 

Djukic and Vujanovic 12 proposed a formal method, 
which allows to find Lagrangians, hereafter shortly 
named DV Lagrangians (DVL) for a much wider class of 
equations. The method is especially adapted for first
order equations, or second-order equations, which in
clude (complicated) first-order terms (damping terms) 
like the Navier-Stokes equations, for which no CI or LL 
is known. 

The DVL for a hot-electron system is (0', fi= 1, 2, 3) 
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(2) 

The first derivatives are 

aL 1 af 
a(aflat) = h

t 
I/Jo(t, X) at ' (3) 

(4) 

(5) 

The functional derivative neglecting all terms with f 
derivatives o(Saf=o)/of (= a L lof for Lagrangians without 
integrals) is 

O(Sapo) - ~ ( f d 3k' W f - f) af - h); kk' t' Il. • (6) 

If we assume lMk, X) = [<Pll(kl1 A), 1/J12(kz, X), ifi13(k3, x)1 
and analogously 1{!2(X, X)= [l/Jzl(XV X), 1/J22(X2, xl, 1/J23(X3, x)], 
their derivatives become in the limit 

since according to Djukic and Vujanovic the auxiliary 
functions I/J have the properties 

lim q,{z, X) = 0, 
),-0 

The second derivatives therefore become in the limit 
X~O: 

lim !!... -oL _ ~ af, 
),-0 dt a(aflat) - h

t 
at 

(7) 

(8) 

(9) 

1· d aL 1 F af 
),I!Jl dk a( aflak) = h

t 
• ak ' (10) 

lim !!... aL 1 af 
)'-0 dx a(aflax) = h

t 
vrr.· ax . (11) 

Finally, the Euler- Lagrange equation in the limit X ~ 0 
yields 
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af af af _/ 3, 
at + F ak +Vt ax - d k Wtt·ft • - vtf, (12) 

where vt = J d 3k' Wt' t is the total relaxation frequency. 
This is the hot-electron Boltzmann equation. A DV 
Lagrangian for the space-independent equation is ob
tained formally by putting 1/12(X, A) =0. A DVL for the 
stationary solution is similarly found by putting 1/Jo(t, A) 
= 0 and 1/12(X, A) = O. In the zero-field case F = 0 a limit 
Lagrangian can be constructed: 

L = [exp(~ + 5..- + ~ + & \hhtJ 
f:J Y1 Y2 Ygl/ 

(13) 

By standard differentiation the Euler-Lagrange equation 
becomes 

a2f af af E:.L !:L ~2f 
f3 iii!' + at + vt ax +Y1 va ax: +Y2 V2t ax2 +Y3 V3t ~ 

123 

(14) 

which in the limit (3 - 0, Y1' Y2' Yg - 0 goes into the 
Boltzmann equation (12) with F=O. This procedure is 
not possible for F *" 0, since an additional factor 
exp(F 'k/a) would be necessary in order to produce 
F(af/ak) in the limit a - O. But such a k-dependent 
factor would destroy the symmetry of the W tt' /ht and 
generate a field-dependent collision term in the corre
sponding Euler- Lagrange equation. 

It is easy to show that for a certain class of 
Lagrangians the variational method of Djukic and 
Vujanovic coincides with the classical calculus of varia
tions. 13 In other words, there are equations for which 
it is possible to find DVL's and also LL's (e. g., the 
heat equation u='lt) or even CL's (e. g., the damped
wave equation J.Lii + u ='It). 

Other variational methods for transport problems have 
been discussed by Cercignani 14 for the linearized 
Boltzmann equation in kinetic theory (no field) and by 
Pomraning and Clark 15 for the monoenergetic neutron
transport equation. Lagrangians (LL's for the transient 
and CL's for steady state) are also known for the dif
fusion equation and the (formally equivalent) Fokker
Planck equation. A very special variational method has 
been developed by Biot 16 for the heat-transport equation, 
which does not make use of any limits J.L - 0 (LL's) or 
A - 0 (DVL's) in order to produce the first-order term 
in time. It would be interesting to find out whether other 
first-order transport equations can also be treated with 
Biot's method. 

APPENDIX 

In a magnetic field B the Boltzmann equation is 
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(AI) 

For a small periodically space- and time-dependent 
electric field F 0:: exp(iqx - iwt) the solution f t = hk + CPt 
x exp(iqx - iwt) follows from 

(A2) 

The Hermitian adjoint 1/1= cp. follows from 

fd
3k' W a 1/1 . aht 

n' I/It' - vtl/! - Bvtx ak - t(w - qvt)1/I = F ak . 

(A3) 

Equations (A2) and (A3)* are the Euler-Lagrange equa
tions of the Lagrangian 

L = ~t [I/I:(f d
3
k' Wtt' CPt.' - vt CPt + Bvtx ~:t 

+ i( w - qvt)CPt )- F ~~t (CPt + lfJ:)} c. c. (A4) 

Kohler's variational principle in Lagrangian form is: 
Extremumize S with respect to the complex 
functions CPt, I/It: 

S = 1 d 3k {(CPt, 1/1:>, 

os=1 d3k(LCPtoCPt+ 0: 01/J:>=0. 

Then L I/It = 0 implies Eq. (A2) and (L CPt)* = 0 implies 
(A3). 
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On Ursell's combinatorial problem 
A. D. MacGillivray 

Department of Mathematics. State University of New York at Buffalo, Amherst, New York 14226 
(Received 13 January 1975) 

A combinatorial problem considered by H. D. Ursell in his seminal paper on cluster theory [Proc. Camb. 
Phil. Soc. 23, 685 (1927)] is studied. Ursell's analysis, which is not rigorous, is described by Fowler and 
Guggenheim as being far from simple. In this paper we arrive at Ursell's result using a method which is 
straightforward, yet completely rigorous. 

INTRODUCTION 

In 1927, H.D. UrselP wrote a paper which came to be 
accepted as a seminal paper in cluster theoretic meth
ods in statistical mechanics. 2-5 

In Ursell's paper, combinatorial problems associated 
with the evaluation of the phase integral are set up, 
leading to polynomials of large degree (comparable with 
Avogadro's number) which are to be summed. The sim
plest problem of this sort treated by Ursell (and for the 
present we consider only this problem) was considered 
earlier by others, notably Jeans6 and Fowler.7 These 
earlier analyses are however described by Fowler and 
GuggenheimB as being "fallacious," and these latter 
authors attribute the correct solution to Ursell. 

Ursell's method of summing the polynomial, or rather 
of finding an appropriate asymptotic representation of 
the sum, is to show first that the function represented 
by the series satisfies a certain linear, second order 
differential equation, and then to find an appropriate ap
proximate solution of this differential equation. 

Fowler and GuggenheimB describe Ursell's as being 
"far from simple." This is probably due to the fact that 
the analysis includes steps which are not justified. We 
can identify some of these questionable steps by noting 
that Ursell's procedure is to treat the problem as a 
perturbation problem in the small parameter E = liN, 
where N is the number of systems in the statistical 
mechanical model. Now, when Ursell neglects certain 
terms in the differential equation because liN is small, 
one of the terms so eliminated is the second derivative. 
This is one of the best known means of arriving at a 
singular perturbation problem. 9 The usual circumstance 
is that the original second order differential equation 
involves two auxiliary conditions, usually boundary or 
initial conditions, whereas the first order differential 
equation can require only one auxiliary condition. Now, 
Ursell's differential equation has a singularity at the 
origin, the nature of which is such that precisely one 
solution is analytic and satisfies one initial condition; 
any second initial condition is necessarily redundant. 
Hence the omission of the second derivative in the pres
ent problem does not seem to eliminate an auxiliary 
condition. Nevertheless, the known complications that 
arise in the usual case when the highest derivative is 
dropped should move us to look for justification for 
doing so in Ursell's problem. 

The referee of the present paper has shown very nice
ly how the eikonal approximation can be used to clarify 
the reason why Ursell's original neglect of the second 
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derivative term did not prevent his obtaining a correct 
answer. This approach, although not completely rigor
ous, clarifies Ursell's derivation substantially. 

Professor A. Erdelyi has kindly communicated to me 
that Ursell's polynomial, Eq. (1), can, after some 
changes of variable, be expressed as a Hermite poly
nomial, and known asymptotic representations can be 
used to obtain rigorous justification for Ursell's final 
answer. This approach is perhaps less than satisfying 
since it gives little insight into the fundamental nature 
of Ursell's equation, unless of course one feels such 
inSight can be gained by going through the extremely 
intricate derivation of the asymptotic expanSions 
needed. 10 

The advantages of the present analysis are that it 
proceeds directly from Ursell's differential equation, 
it is short and straightforward, and yet it is completely 
rigorous. In addition to these features, the fact that the 
differential equation happens to be linear is not ex
ploited. This suggests that our approach has wider ap
plication for the study of differential equations. Indeed, 
from a fundamental pOint of view, our method is more 
in the spirit of some recent work on nonlinear 
problems. 11 

We return to the remarks from the referee and 
Erdelyi after our analysis, to which we now turn. 

ANALYSIS 

The polynomial obtained by Ursell1,8 is 

N/2 Nt XT 

F N(x) = Po rl (N - 2r)! W . (1) 

In Eq. (1), x is negative and, being related to the 
volume of influence of a single system and to the density 
of the assembly, is regarded as small. N is the number 
of such systems in the assembly. Thus, for the statis
tical mechanical application, one is interested in the be
havior of FN(x) as N-oo, with x small but fixed. 

As mentioned in the Introduction, Jeans6 and Fowler7 

had earlier approximated Eq. (1). They did this by 
keeping only the first two terms, 

N! x 
FN(x)~l + (N-2)t N 

=l+(N-l)x. (2) 

If now N is large but is regarded as fixed, and x, in
stead of being small but fixed is permitted to approach 
zero, one obtains from (2) the asymptotic estimate 
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(1/N) InFN(x) '" (l/N)(N -1}x 

(3) 

However, as Ursell pointed out, the ratio of the 
neglected third term to the second term retained in (2) 
is 

t(l-2/N)(N-3)x, (4) 

which, for fixed x and N - 00 (i. e., for the physically 
relevant case) forces one to admit that the third term 
cannot be ignored. Ursell then proceeds to derive an 
approximate solution of Eq. (1) which leads, surprising
ly, to the same estimate, Eq. (3). 

Our point of departure is the differential equa-
tion Ursell showed is satisfied by F N. It can be easily 
verified that F N satisfies 

d 2 F dF 
4x2 dx2 = dx (N+4Nx-6x)-N(N-1)F, x<O, (5) 

with initial conditions 

F(O)=l, (6) 

dFI =N-l. (7) 
dx ".0 

As was stated in the Introduction, Eq. (7) can be re
garded as redundant. Letting E = l/N, we arrive at 

d 2F dF 
4x2E2 dx2 = dx (E + 4Ex - 6XE2) - (1 -E) F, x < 0, (8) 

F(O)=l, (9) 

dF I - 1 - E (10) 
dx,,=o- E· 

Ursell's analysis leads to (see Fowler and 
Guggenheim,8 Eq. 703, 11) 

F(x, N) ={1 + x + O(x2)y, (11) 

whose behavior is very different from the approxima
tion described by Eq. (2). 

Our analysis, which we now begin, will show that 
Ursell's result (11) is correct in a sense to be made 
precise. 

We begin by letting F(x; E) denote the solution of Eqs. 
(8), (9), (10), and define g(x;E) as follows: 

F(x;E) = exp[(l- €)x/E] [1 +g(x;E)]. (12) 

We find that g(x;E) must satisfy the following differ
ential equation and boundary conditions: 

d
2g 1 ( tft dx2 = 4x2E2 e dx [1 + x(4 - 6e) - 8x2(l -e)] 

+ (1; g) (I-E)[O'x(4 _ 6e) - O'4x2(1-€)] ), 

g(O)=O, 

dgl -0 
dx x=o- , 

x<O, 

(13) 

(14) 

(15) 

where a is an arbitrary constant exceeding unity. Its 
purpose will be explained shortly, 
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In what follows, we shall always assume N is an 
integer at least as large as 2, and hence E = 1/ N will 
be a number in the interval (o,i]. Eventually, of 
course, we are interested in e being small. 

Proposition 1: For all sufficiently small I xl , depend
ing on a > 1 but independent of E = 1/ N, 

g(x; e);. - 1 + exp[ (1 - E)x/EO'], X < o. (16) 

Proof: Choose I x", I small enough to ensure that 
XE [x""O) implies 

l+x(4-6E)-8x2 (I-d>-L (17) 

O'x(4-6E)-O'4x2(I-E»t, (18) 

and 

1/16x2 > 1. 

Note that x", can be chosen independently of e. 

For convenience, let 

f", (x;e) = - 1 + exp((1- E)x/EO']. 

(19) 

(20) 

Next, assume tentatively that there exists a point x"" 
x"',;; x", < 0, where 

g(X",;E) < -1 + exp((1- €)x",/EO'] 

=fa<x",;d. 

Without loss of generality, we can assume that, at 
x"" g has a slope exceeding that of f",. That is, 

(21) 

dg I > df", I (22) 
dx - dx - . 

Xa x", 

This follows from the fact that the boundary conditions 
on g together with (21) force the graph of g to cross that 
of f",. One can then apply the mean value theorem to find 
x"" and indeed such considerations allow us to assume 
that 

(23) 

Combining (21) and (22), we have 

E~gl >€;{"'I =l-€[I+f",(X",)]>l-E[I+g(X",)]. 
x 'f", x;c", a a 

Then, using (17), (18), (22), (23), we have, at x"" 

€ !! [1 + x(4 - 6E) - 8x2(I-E)] 

+ (1 + g) (1 -d[O'x(4 _ 6E) _ O'4x2(1 -E)] > ~ dg 
a 2 dx 

(1 + g)(I-E) 
40' 

(24) 

(25) 

By combining (25) with (24), and using (19), Eq. (13) 
yields 

d
2
g I > _1 (~dg I _ ~ tftl ) 

dx2 x 4E2 :x~ 2 dx x 4 dx % 

'" '" '" 
> !. dg I (26) 

E dx x",' 

We now restrict ourselves to the interval to the right 
of x"'. Certainly (24) and continuity imply 
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e~_l-e[l+g(x)]~O (27) 
dx a 

is valid on some interval to the right of x". Further
more, so long as (27) holds, we shall have 

~ >! dg (28) 
fIr e dx 

and 

:; > O. (29) 

Let us therefore study the behavior of 

e dg _ (l-e)[l +g(x)]. (30) 
dx a 

So long as (30) is nonnegative, we shall have 

dg 1 -e [ 1--)] e - - -- 1 + gv, 
dx a 

=(edgl +e{"~d~) 
dx - J. d~ l:'a Xa 

>a-1+e (" dg d~ 
a IXa d~ 

>0. 

[This last step uses (29) and a> 1.] 

(31) 

Thus, so long as the weak inequality (27) holds, the 
strict inequality 

e dg _ 1-e [1 +g(x)] > 0 
d:x a 

(32) 

holds, which, of course, means (32) holds for all x to 
the right of x"" in particular at x=O. But the boundary 
conditions (14) and (15) force (32) to fail at x=O, and we 
then have the desired contradiction to our tentative as
sumption. This completes the proof. 

Proposition 2: For all sufficiently small I xl , depend
ing on a > 1 but independent of € = 1/ N, 

g(x;ek O. (33) 

Proof: First choose x", as in Proposition 1. We then 
assume tentatively that there exists a point, denoted 
x"" such that x" .; x", < 0 and 

In fact, because of the boundary condition g(O) =0, 
we may in addition assume x", is chosen such that 

~I_ <0. 
x'" 

We then see that Eq. (13) yields 

£JI.i d:x2 _ < 0, 
"", 
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(34) 

(35) 

(36) 

and clearly dg/ dx will remain negative as x increases 
to the right of x", at least so long as g~ -1. Hence 
either x = 0 is reached before g(x) reaches -1, in which 
case the boundary condition (15) would be inconsistent 
with (35), or else there is some xo' x .. <xo<O, where 
No) = - 1, which is imposs~ble because of Proposition 
1. Hence (34) is an untenable assumption and our proof 
is finished. 

From (12), (16), (33), we have immediately 

Proposition 3: For all sufficiently small I xl depend
ing on Q > 1 but independent of e = l/N we have 

{exp[l -e):x(l + l/a)W,e.; F(x; €).; {exp[l - €):xW'< . 

(37) 

We discuss the application of (37) in the following 
section. 

DISCUSSION 

We can now give a completely rigorous interpretation 
of UrseU's result, Eq. (11). 

Proposition 4: F(x;N)l/ N = exp[(l-l/Mx] + O(x2), 

Proof: From (37) we find 

I F(x;€)" - exp[{l-dx]) 

uniformly in N. 

.; exp[(l-€):x]{l- exp[(l-e):x/aJ} 

.; - [(l-e)/a]x- [(1-e)/a]2:x2 -"', 

uniformly in e . 

Dividing by :x2, x * 0, yields 

I F(x;e)< -;xp[(l-€h] I 

(38) 

(39) 

(40) 

.; 11a-:~ +e~€r +o(lxl), uniformlyin€. (41) 

We note that the left side of (41) is independent of cy • 

This suggests we attempt to make use of a which up 
until now has been restricted only by a > 1. To do this, 
we refer to (18), which, for I xl < 1, will hold for Some 
fixed value of I axl . And for such a fixed value of I axl , 
we see that as Ixl- 0, CY increases without bound. 

Using the above observations, we see that the right
hand side of (41) is bounded as x - 0, and the bound can 
be chosen independent of €. In the usual convention, this 
says 

F(x;e)e =exp[(l-e):x] + o(x2) uniformly in €. 

To obtain (38) of the proposition, we set € = l/N. 

We now observe that (38) implies 

F(x; N)1/ N = 1 + (1 -l/N) x + o(x2) 

=1 +x-xIN+O(x2). 

(42) 

(43) 

(44) 

Because this result is uniformly valid in N, if x has 
been chosen we may certainly choose N suffiCiently 
large to make xlN negligible, and, with this understand
ing, write (44) as 

F(x; N)l/ N '" 1 + x + o(x2) (45) 
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and, with the same understanding, 

F(x; N) ={1 + x + o(x2)}H. (46) 

This is our interpretation of Ursell's result. 

The statistical mechanical application requires an 
estimate for 11NlnF, and can easily be obtained direct
ly from (37). Thus, taking the logarithm of each mem
ber of (37) yields 

(I-e) x (1 +.!.) ,,; lnF(x' N)"; (l-e)x . (47) 
e Q' ' e 

Multiplying by e = liN and substracting x yields 

- I ~ I + I ~ I + l:a I,,; ~ lnF(x; N) - ~~ - ~ = I ~ I (48) 

so that 

I (lIN)ln~(x;N) -x 1 < 1 ; 1+ I~ ,. (49) 

Recalling that when x is small Q' can be large, we 
see that if x is small and N is large, the fractional 
error will be small. That is, in the above sense, 

(l/N)lnF(x,N)=x, (50) 

and (49) gives us precise knowledge of just how this 
approximation depends on a and on N, and thereby, via 
the dependence of Q' on x, how the approximation de
pends on x and N, the parameters of physical interest. 

We return now to the suggestions from the referee 
and from Professor Erdelyi. The former suggests mak
ing the following eikonal-type substitution into Eq. (8): 

F= exp[ (lie) Ao + Al +eA2 + ... J. (51) 

Then 

4x2(A~)2 - (1 + 4x)A~ + 1 = o. (52) 

The appropriate root is 

A~= (1 +4x-.J1 +8x )/8x2, (53) 

leading to a solution which for small x is 

Ao"" x- 2x2. (54) 

This leads immediately to Ursell's result. 
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A further point made by the referee is that the ap
propriate root of Eq. (52) is close to that obtained by 
neglecting the (A~)2 term, whose origin is the second 
derivative of Eq. (8), and this to some extent at least 
justifies Ursell's omission of the second derivative. 

Professor Erdelyi pOints out that Ursell's solution 
can be represented using a Hermite polynomial. Using 
the notation of Olver, 10 he gives 

_ ( X)NI2 (1 ( N)1/2) FN(x)- - N HN 2" - x 

=( ~: )-NI2 u ( _ ~,~, ~: ). 

Olver1o (on p. 403) gives an asymptotic form for 
Hermite polynomials from which the behavior of F 
should follow. 

(55) 

This is an interesting observation, for we see that 
our direct approach to solving Ursell's combinatorial 
problem has incidentally provided a method for finding 
an asymptotic representation for a Hermite polynomial 
of large order, and indeed a method seems to be con
siderably simpler and more direct than the standard 
methods. 
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The general problem of finding exactly soluble quantum systems is considered. It is argued that discrete 
space quantum mechanics emerges in a natural way as an avenue of approach. Discrete space quantum 
mechanics is formulated and applied to one-dimensional quantum systems with emphasis on single-channel 
models. It is found that a large variety of systems are exactly soluble in the sense that they only require the 
inversion of a finite-dimensional matrix. The interaction may in general be both nonlocal and non-time
reversal-invariant. The analytic structure of the resolvent is worked out in detail for a simple class of 
examples. It is shown that a slightly modified version of the usual continuous space SchrOdinger equation 
may in principle be solved exactly for any finite range local potential by writing the solution in terms of 
corresponding discrete space solutions. It is also shown that from an algebraic viewpoint the models 
constructed are realizations of generalized versions of the Weyl relations. 

I. INTRODUCTION 

One of the manifestations of the complexity of quantum 
as opposed to classical mechanics is that there are very 
few quantum systems that can be solved exactly. There 
is a shortage of even highly idealized and simplified 
systems which, while nontrivial, are nonetheless tract
able enough to serve as useful "theoretical laboratories" 
in which one may investigate within specifiC contexts 
some of the many techniques, approximations, and 
conjectures which have accrued over the years, and 
perhaps also in which entirely new ideas may be deve
loped. It is the purpose of this work to propose and 
illustrate a general method which appears capable of 
generating a very wide variety of such systems. 

All quantum systems are represented by a vector 
space S and a Hamiltonian H, which acts upon the ele
ments of S. All aspects of the dynamics are known 
when one has calculated the operator e-IHt • The basic 
goal of mechanics is to describe the motions of various 
objects. To do this, the concepts of position and mo
mentum have proved indispensable. It is well known, 
however, that the canonical commutation relation [p, Q] 
=in cannot be realized1 if S is finite dimensional. Thus 
it would appear that if one wishes to construct models 
relevant to the motion of objects, S must be infinite 
dimensional. 2 In addition, finite-<iimensional systems 
are limited in the sense that there can be only a finite 
number of energy eigenvalues. This means that any 
such system must be quasiperiodic, which precludes a 
direct study of phenomena such as decay and scattering 
processes. Initially, therefore, we consider systems 
for which S is infinite dimensional; more specifically, 
S is taken to be a separable Hilbert space. Let an 
orthonormal basis be specified by 

{In); n=O, ±1, ±2 ... } (1.1) 

<mln)=o"",. (1.2) 

Mathematically, the Simplest conceivable nontrivial 
Hamiltonian is one that connects nearest-neighbor 
states in a homogeneous fashion. We denote such a 
Hamiltonian by T'. Since T' must be Hermitian, we 
have 

T'ln)=-ln+l)-ln-l), n=O, ±1, ••• , (1.3) 
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the minus sign being chosen for later convenience. Note 
that 

Tln)=(T'+21)In) (1.4) 

=-In+l)+2I n)-ln-l), 

where I is the identity operator, which has no physical 
effect when added to a Hamiltonian. The bottom line of 
(1.4) is the negative of the finite difference version of 
a second derivative. This immediately suggests that 
our model be interpreted as a discrete -space analog of 
the usual formulation of single -particle quantum 
mechanics in one dimension, with the correspondences 

(1.5) 

and 

In)-Ix) (1.6) 

where 

X=nf (1.7) 

with E some constant equal to the "lattice spacing." In 
conclusion, DSQM (discrete space quantum mechanics) 
suggests itself almost as a matter of course if one 
starts from first principles and seeks out the simplest 
possible nontrivial quantum systems. The remainder 
of this paper is largely an application of DSQM to 
single-channel systems. 

Mathematically, the present work is closely related 
to the codiagonal bordering models considered by Stey 
and Gibberd,s to some work of Case, and Case and Kac 
on the inverse scattering problem,4,5 and to the work of 
the author on the exponential decay problem. 8 Some 
elementary versions of the models considered here have 
also appeared in a text by Feynman, Leighton, and 
Sands. 7 

In Sec. II the relevant operators are defined which act 
upon our basis of position eigenkets. The general 
method of solution is introduced in Sec. m and applied 
in Sec. IV to a wide class of single-channel systems. 
In Sec. Va very basic symmetry which gives some in
Sight into the spectral structure of DSQM is formulated 
and discussed. A readily solved class of examples is 
considered in some detail in Sec. VI. Section vn is 
devoted to showing how a slightly modified version of the 
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usual continuous space SchrBdinger equation may in 
principle be solved exactly using solutions to COrl"e
sponding discrete systems, while in Sec. vm DSQM is 
considered from an algebraic point of view. Section IX 
is given over to general remarks. 

II. BASIC OPERATORS 

The pOSition operator X is of course defined by 

Xln)=nln). (2.1) 

Consider now the continuous set defined by 

I p) = (27Tt
1 

/2 n~® e- 1np In), 
with the normalization 

(pip') =o(p -p'). 

Equation (2.2) may be inverted to yield 

In) = (27Tt1 
/2 J r dpeinp I p) • 

-r 

It follows immediately that 

Uklp)=eikP Ip), 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

where k is an arbitrary integer and Uk is the associated 
space translation operator defined by 

Uk I n) = In + k). (2.6) 

Hence P is the momentum operator, where P is defined 
by 

plp)=plp)· 

It is easily shown that 

liZ .( EP) T= - I-cos-
YJnE2 W ' 

X W • EP 
YJn = - smEli' 

sin E: In)= ;i<ln+1>-ln-1», 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

where the quantities 2YJn, E, and Ii had previously been 
set equal to unity (as they will be for most of what 
follows). Equations (2.8) through (2.10) indicate that 
DSQM becomes equivalent to the conventional CSQM 
(continuous space quantum mechanics) for small E, or 
equivalently if one is dealing with momenta that are 
small compared with wi E. 

A unitary operator U(6) which performs translations 
in momentum space may be defined by 

U(6)lp) = Ip+6). (2.11) 

It follows immediately from Eq. (2.4) that 

U(6)ln)=e- 1n8 I n). (2.12) 

Define the antiunitary time reversal operator T by 

T (a I YJn) + f31 n) ) = a * I YJn) + f3 * I n). 

The parity operator P is defined by 

P Im)= I-m). 

(2.13) 

(2.14) 

It is trivial to verify all the usual relatio~s, such as 

P PP-1=T PT-l = -P, 
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TJ({-l= _PXP-1=X, (2.15) 

P2 =T2=I. 

III. THE LIPPMANN-SCHWINGER EQUATION: 
FREE PARTICLE SOLUTION 

If one knows the resolvent of a quantum system one 
knows all aspects of the dynamics. Consider a Hamil
tonian consisting of a term Ho, whose resolvent is 
known, plus some interaction V: 

H=Ho+ V. (3.1) 

Then 

E-Ho=E-H+V, (3.2) 

where E is any complex number. Multiply Eq. (3.2) 
from the left by (E-Hot1 and from the right by (E-H)-l 
to obtain 

G=F+FVG, (3.3) 

where 

(3.4) 

Equation (3.3) is the Lippmann-Schwinger equation. 
In CSQM Eq. (3.3) is an integral equation, typically 
insoluble in closed form. In DSQM Eq. (3.3) becomes 
an equation involving summations over discrete indices, 
which often may be solved exactly. 

An important example, the result of which we shall 
require later, is furnished by the calculation of the re
solvent of the kinetic energy operator T, defined in Eq. 
(2.8). Setting Ho=O and V=T, Eq. (3.3) requires 

Let 

F mn{E) = (m I (E-T)-l\ n). 

From translational and parity invariance, 

F mn(E)=F I",..., I(E). 

Equation (3.5) therefore becomes 

(E -2)Flm -n I = 1) mn - FI m -n+ll- Flm -n-ll • 

Postulating a solution of the fo rm 

F mn=ajlm-nl, 

one readily obtains 

={l)lm-nl [2-E+vE(E=4) 1 Im-,I 
F(E)- - • 

mn 2 vE(E -4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

The precise meaning of v'E1E=4) must now be specified. 
For the F mn(E) to be the matrix of a bounded linear 
operator defined on the entire Hilbert space it is neces
sary and sufficient that8 

~12-E +vE(E-4) 1<1. (3.11) 

Note also that 

H2-E + v'E{E=4)][2-E-v'E{E"=4)) = 1, (3.12) 

so that for each value of E there is only one way the 
square root can be evaluated which satisfies (3.11). Let 
E and E-4 be written in the forms 
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E=rleI81, 0~91 <2'11", r1;;.0, 

E-4=r2eI82 , 0~92<2'11", r 2 ;;.0. 

Then it may be verified that (3.11) is satisfied if and 
only if the square root in Eq. (3.10) is defined by 

(3.13) 

Thus in the complex E plane F "",(E) is an analytic func
tion on a two-sheeted Riemann surface having a square 
root branch cut running along the real axis from E = 0 to 
E=4 (measured in units of 1f/2me2

). Relation (3.11) is 
satisfied on the first (or physical) sheet, and violated on 
the second sheet. Denoting by the superscripts I and IT 
this function as evaluated on the first and second sheets, 
we have 

(
1) ''''-'''[2-E+v'E(E=4» ''''-" , 

F~(E)= 2" ~ (3. 14a) 

(1) ''''-.., [2-E- v' E(E-4)] 1",-,,1 
FII (E) = - -2 • 

"'" v'E"{E"=4) 
(3. 14b) 

D: is often convenient to work instead in the complex z
plane, where 

Let 

] "",(z) =z 'm-" '/ (Z_Z-l). 

Then it may readily be verified that 

] "",(z)=F!...(E), Iz 1 ~ 1, 

] "",(z) = F!!.(E), 1 z 1 ;;.1. 

(3.15) 

(3.16) 

(3. 17a) 

(3.17b) 

Thus the entire first and second sheets of the complex 
E plane are mapped respectively into the interior and 
exterior of the unit circle in the complex z-plane. The 
branch cut itself is mapped onto the unit circle. 

IV. SINGLE CHANNEL SYSTEMS 

Consider a single channel system. Then 

H=T+V 

where 

(4.1) 

1i2 .. 

T= - 22 L;[ In)(n + 11-2 !n)(nl +In+1)(nl], (4.2) 
me n::l- e 

N N 
V = L; L; 1 k)Ak",(m I. (4.3) 

k=-N m=-N 

The matrix A must be Hermitian for H to be Hermitian. 
In general, the interaction may be both nonlocal and 
non-time-reversal invariant. The system is time
reversal invariant if and only if A is symmetric. If A 
is also diagonal, one has a local potential. It is as
sumed that the interaction is of finite range, in the 
sense that N is a finite integer. 

The Lippman-Schwinger equation becomes 
N N 

G"",=F "''' + L; L; F ~krGr" (4.4) 
k=-N r=-N 

where F"", is defined in Eq. (3.14) and where 

G "",(E) = {m I (E - H)-tin>. (4.5) 
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Define the (2N + l)xoo matrix B and the (2N+1)x(2N+ 1) 
matrix C by truncating sectors of the co x 00 matrix F ac
cording to 

B"",=F",,,, -N~m ~N, -oo<n<oo, 

Cmn=F",,,, -N~n~N, -N~m~N. (4.6) 

D: may readily be shown that, suppressing matrix in
dices and denoting the transpose of B by 1J, 

(4.7) 

Thus the system may be completely solved from a 
knowledge of F and the inverse of the finite-dimensional 
matrix I -AC. 

In order to obtain the G~, that is the matrix elements 
of (E-H)-\ one must of course use FI on the right-hand 
sides of Eqs. (4.6) and (4.7); likewise the second sheet 
continuations, the G;;" are obtained by using FII. 

Expressing the above results in terms of the complex 
variable z defined in Sec. m, one obtains 

q (z) =] (z) +/J (z)[I-AC (Z)]-lAB (z), (4.8) 

where] (z) is as defined in Eq. (3.16), while B and C 
are appropriate truncations of] completely analogous 
to Band C. In analogy with Eq. (3.17) we have 

q "",(z) = G~n(E), I z I ~ 1, 

q "",(z) = G;!.(E), I z I;;. 1. 

(4.9a) 

(4.9b) 

From Eqs. (3.16) and (4.8) it is clear that G may be 
written in the form 

(4.10) 

where N and D are finite order polynomials in z. Hence 
in DSQM there exist a great variety of systems whose 
resolvents have very simple analytic structures. 

Once the resolvent is known, the S operator may 
readily be calculated via the relation9 

S =I-i i: dtelTtVe-ITt - ~: dt {~dt'eITtVe-jH(t-t') Ve- ITt'. 

(4.11) 

Mter some manipulation, we obtain for the S-matrix 
elements 

m,n (4.12) 

elmPAmnGnk(E + i1j)Akr e- lrP' • 
m,n,II,T 

where 

n- 0., E= 2(1- cosp), E' = 2(1-cosp'). 

V. REFLECTION SYMMETRY 

Mathematically, DSQM is a formulation of quantum 
mechanics in terms of the Hilbert space l2. In this sec
tion we formulate and apply a general symmetry, which 
we call reflection symmetry, that is exhibited by re
volvents of operators in l2. 

Let M be an arbitrary linear operator in Z2. Then M 
may be expressed as a function of two complex numbers 
Q and (3 as follows: 
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Consider now the unitary operator U(e) defined in Equa
tion (2.12) with e = 11". One immediately obtains 

U-1 (1T)M(a, (3)U(1I") = - M(a, -13). (5.2) 

Define the resolvent 

• 
5 

FIG. 1. The potential (6.1) for 
N=3. 

beyond the upper limit of the continuum 0 This is in 
marked contrast to the situation in CSQM, where only 
attractive local potentials can have bound states. As 
E - 0, these repulsive potential bound states are 
"chased" off to infinity by the lengthening branch cut. 
For small momenta, which corresponds to E near the 
origin, repulsive potential bound states should have 
little effect, since they are "faraway" singularities. 
The result (5.6) is of course independent of any restric
tion to finite N as in Eq. (4.3). 

R",.(a, f3;E);; <m! [E-M(a, (3)]-11 n). (5.3) VI. A SIMPLE EXAMPLE 

Then Eq. (5.2) implies 

R",n(a, -13;E):::: (-1)",·n+1R",n(a, 13; -E). (5.4) 

As an application of this symmetry, let the Hamilto
nian of a system be given by 

H=T+>.V, (5.5) 

where T is given in Equation (4.2) and where V is a local 
potential. Specializing to this particular Hamiltonian, 
Eq. (5.4) implies for the resolvent of H the condition 

Gmn ( ->.;E) = (-1)",+n+1Gmn (>.;4-E). (5.6) 

Therefore, in DSQM, the resolvent is essentially un
changed when the sign of a local potential is reversed. 
All that is involved is a reflection through the point E 
= fi2/ me2 in the complex E plane. Thus if an attractive 
potential has a bound state pole at E < 0, the correspond
ing repulsive potential has a bound state at E;> 2tr / m£2, 
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We restrict ourselves to local potentials, that is to 
situations where A is diagonal. The simplest possible 
class of parity-conserving potentials occurs when there 
are only two nonvanishing elements of A, given by 

ANN=A.N-N =A. (6.1) 

Such potentials correspond to two lattice points being 
"out of place, " as shown in Fig. 1. 

The N = 0 case has been considered previously' in a 
pedagogical context. It is of interest because it speci
fies the simplest possible interacting unbounded quantum 
system. The N= 1 case has also been treated6

; it speci
fies the simplest posssible quantum system to exhibit 
exponential decay. 

For the particularly Simple potential of Eq. (6.1), it 
is trivial to solve Eq. (4.4) directly. Taking advantage 
of parity invariance, one obtains 

FIG. 2. Trajectories of the poles ofq 
for N=3 with respect to the unit circle 
in the complex z plane as A varies from 
o to co. The arrows denote directions 
of increasing A, while solid and dashed 
lines correspond respectively to trajec
tories of positive and negative parity 
poles. All complex poles lie outside the 
unit circle, as they must since they 
correspond to second sheet poles in the 
complex E plane. The dots represent 
limit points as A becomes infinite. 
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(Z -Z-l)9" ~*~ (Z) = Z Im-n I±Z I",+n I 

AZ(Z I ",-N I±Z I"'+NI)(Z IN-n I±Z IN+nl) 

±AZ2N+i _ Z2 + AZ + 1 

where 

(6.2) 

(6.3) 

From Sec. V it follows that only the case A> 0 need be 
considered. 

The poles of the resolvent thus correspond to the 
roots of D*(z), where 

(6.4) 

Except fo r the two roots at Z = ± 1 of D-, any given root 
Zo corresponds to a pole on the first or second sheet in 
the complex E plane, according to whether Zo lies inside 
or outside the unit circle. For A> 0 it is not difficult to 
establish that D+ has one and only one real root in the 
inte rval (_00, 1 J • This root Z 0 must satisfy -1 <zo < 0; it 
has multiplicity 1. If A is sufficiently small, there are 
two more real roots, each of multiplicity 1 and each 
greater than 1. As A increases they eventually coalesce 
into a double root and go off the real axis, becoming a 
conjugate pair. The remaining 2N-2 roots are all 
complex and occur in conjugate pairs. The negative 
parity polynomial D- may be written as 

D-(z) = (1-z 2)[A(z + Z3 + Z5 + ••• + Z2N-l) + 1]. (6.5) 

It follows from Eq. (6.2) that the roots of IY at Z = ± 1 
are trivial in the sense that they do not produce poles 
in the resolvent. From Eq. (6.5) it is apparent that D
has one and only one nontrivial real root which is nega
tive for A> 0 and which lies inside or outside the unit 
circle according to whether A is larger or smaller than 
1/ N. The remaining 2N - 2 nontrivial roots are all 
complex and occur in conjugate pairs. The situation for 
N = 3 is shown graphically in Fig. 2. 

For large values of A, the roots may be expanded in 
powers of l/Ao To first order the positive parity roots 
may be expressed as 

z~= -l/A 

z;= exp[7Ti(k + 1/2)/N] (1- -i... sin 7T(k + 1/2) 
AN N 

+ .. -), k = 1, 2, •.• ,2N 

while the negative parity poles are given by 

z(j= -1/;\ 
(6.7) 

z =e- --sm- '" - 7Tik (1 i . 7Tk + ) 
k N AN N ' 

k=l, 2, ••. ,2N. 

Let E:, k= 1, 2, •.. , 2N denote the positive and negative 
parity complex poles in the complex E plane in the limit 
A- 00. Then from (606) and (6.7) 

E+ _ .!'L (1 7T(k + 1/2») 
k- mE2 -cos N ' (6.8) 

E;=::2(1-COS1T~). (6.9) 

The E: are easily shown to be the energy eigenvalues of 
a particle COnfined to the 2N - 1 lattice points lying 
between x = - (N-1)e and X = (N-l)e 0 Thus the E

k
, 
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which populate the second sheet for finite A, simply re
present virtual states corresponding to a particle in an 
infinite welL Writing L = (2N -1)e and taking the limits 
of E~ as e - 0 with L constant, one immediately obtains 

lim E;=27T2n2(k + 1/2)2/m L 2 (6.10) 
,_ 0 

lim E;=2~Ji2k2/mL2, (6.11) 
,_ 0 

which are the positive and negative parity energy levelS 
obtained in CSQM for an infinite well of width L. 

VII. CONTINUOUS SPACE QUANTUM MECHANICS 
AS A COMPOSITION OF DISCRETE SOLUTIONS 

As we have formulated it, CSQM differs in two essen
tial respects from DSQM: The eigenvalues of the posi
tion operator are discrete and the kinetic energy oper
ator T is given by 

T=I- coseP. (7.1) 

In this section we remove the first of these differences, 
letting space be continuous but retaining (7. 1) as the 
kinetic energy. It then follows that 

1 1 1 
T!x)=- -22 !X-E) + '2!x)- -2 2!X+E) 

E f e 
(7.2) 

where 

(X!X')=O(X -x'). (703) 

Let H = T + V with the operator V signifying a local po
tential so that 

V!X)=V(X)!X)o (7.4) 

It follows from Equations (7.2) and (7.4) that the origi
nal space may be decomposed into an uncountable sum 
of subspaces, each of which is invariant with respect to 
H. This decomposition is completely determined by 
specifying that two basis kets ! x) and ! x') are members 
of the same subspace if and only if x and x' differ by an 
integral number of e' s. A given subspace may be de
noted by Sr where 

O<sr<e 

and where! x) E Sr if and only if 

x=r+11€ 

(7.5) 

(7.6) 

with n an integer. Let H as it operates within the sub
space Sr be denoted by Hr' Then, if vex) is of finite 
range, the results of Sec. IV may be used to obtain a 
solution within each Sr and the results combined to pro
duce the solution for the entire problem. The result is 

lx, j~ jx\=t o(x-x' +mE-nE) Imj~ In), 
\" E H '/ m=-~ '\ E Hr (7.7) 

where rand n are as specified in Eq. (7 06)0 Therefore, 
given a kinetic energy of the form (7.2), one can in 
principle solve the one-dimensional Schrodinger equa
tion for any finite range local potential. These results 
can also trivially be extended to three dimensions, al
though a kinetic energy which is a sum of three terms 
similar to (7.2) suffers from the unappealing feature of 
singling out a preferred set of axes in space (such ef
fects should, however, disappear as e- 0). 
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All that remains to recover the usual formulation of 
CSQM is to take the limit E- O. The effect of taking 
this limit is clearlY to increase the complexity of the 
analytic structure of the resolvents within their inva
riant subspaces. Beyond a certain point, the increased 
complexity occurs at such high energies as to be irre
levant to nonrelativistic quantum mechanics. In this 
regard it is amusing to note that by setting 

E=.f3n/mc (7.8) 

one has 

(7.9) 

which is identical with ..; p2C2 + m 2c4 - mc2 through fourth 
order in p. Thus one could argue that at low enough 
energies and for this value of €, a kinetic energy given 
by Eq. (7.2) is actually an improvement over T =:; p2/2m. 

VIII. ALGEBRAIC ASPECTS 

In the introduction DSQM was motivated essentially on 
the basiS of matnematical simplicity. In this section we 
outline a completely different approach which encom
passes DSQM and which gives some insight into its re-
1ationships with other structures. 

All systems in nonrelativistic quantum mechanics 
consist of realiZations of the Weyl relations10 which for 
a Single pair of conjugate variables are given by 

(8.1) 

where s and t may be any real numbers. Let such sys
tems be designated as Class I. Suppose that the Weyl 
relations are weakened-that they are not required to 
hold as s and t are varied continuously. The natural 
way to do this which preserves e ltP and ehQ as one
parameter groups is to require that Eq. (8,1) need be 
valid only if 

Class IT: t is an integral multiple of some constant; 
s may be any real number. 

Class III: s and t are both integral multiples of some 
constant. We have of course 

Class I c Class II c Class III. (8.2) 

It may be readily verified that the discrete space 
systems which we have studied so far are examples of 
Class II systemsll which are not Class I. 

It is not difficult to find systems which are uniquely 
Class ill. A basis may be obtained from Eq. (1.1) 
simply by selecting a fixed integer M and requiring 

In+M)= In> (8.3) 

for all n. The orthonormality condition is still <m In) 
=6"", except the Kronecker delta is now defined by 

6 mn = 1 if m == n (mod M) 

= 0 othe rwise . (8.4) 

In other words, the underlying Hilbert space is made 
finite -dimensional. Let a complementary othonormal 
basis set Il?( be defined by 
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I
k)=_l_.#.. ~ I ) 0 -1M L., e M n, k=, ±1, ±2, ...• (8.5) 

n=l 

Note that for this set one also has Ik+M)= Ik). De
fine the operators P and Q by 

It may then be verified that Q and P satisfy Eq. (8.1) 
whenever sand t are any integer multiples of ~. 
Thus although canonical commutation relations cannot 
be realized on a finite-dimensional vector space, a 
rather natural modification of the Weyl relations can be. 
These particular Class m systems have also been pro
posed by Schwinger2 from the point of view of unitary 
operator bases. 

In spite of the limitations mentioned in the Introduc
tion, there are evidently a number of model-building 
possibilities utilizing these finite dimensional quantum 
systems. If the kinetic energy is as defined in Eq. 
(1. 4), one has the picture of a particle hopping around 
a ring conSisting of M different sites, Eqv.ations (2.&) 
through (2.10) are still valid. It is clearly possible to 
take tensor products, hypothesize various interactions, 
and form many -body systems in the usual way. As
suming spinless fermions, for example, the solution to 
an N particle system 'Would consist of diagonalizing an 
(~) x (:) Hamiltonian matrix. It is also possible to sec
ond quantize and allow terms in the Hamiltonian which 
change the number of bare particles. This would per
mit one to study very simple models of quantum field 
theories in finite dimensional vector spaces, where 
there is no possibility of divergence difficulties. 

Thus we see that one may llse the W~yll'elations to 
embed both DSQM and CSQM into a scheme which yields 
in addition a third clasS of possibilities. A theorem of 
von Neumann13 assureS us that there is essentially only 
one representation of the Weyl relations for Class I 
systems. It is not known by the author whether similar 
results hold for Class II and Class III systems. 

IX. CONCLUSIONS 

In this work we have attempted to indicate some of the 
possibilities inherent in discrete space quantum me
chanics. Our main point is that discrete space quantum 
mechanics produces a great Simplification in mathe
matical structure while at the same time retaining much 
of the qualitative content of quantum mechanics as it is 
usually formulated, This raises the possibility that 
interesting mOdels of increaSingly sophisticated struc
ture may be constructed and carried much further to
ward complete solutions than their continuous space 
counterparts. 14 
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The electromagnetic diffraction by two parallel plates of semi-infinite length is treated by ray 
methods. Two special problems are considered: (i) calculation of the fields in the forward and 
backward directions due to diffraction of a normally incident plane wave by two nonstaggered 
parallel plates; (ii) calculation of the field due to a line source in the presence of two staggered 
parallel plates when the source, the two edges, and the observation point are on a straigpt line. The 
crucial step in the ray-optical analysis is the calculation of the interaction between the plates. This 
calculation is performed by two methods, namely, the uniform asymptotic theory of edge diffraction 
and the method of modified diffraction coefficient. The relative merits of the two methods are 
discussed. The ray-optical solution of problem (i) agrees with the asymptotic expansion (plate 
separation large compared to wavelength) of the exact solution. 

PACS numbers: 42.IO.H 

I. INTRODUCTION 

This paper is concerned with the solution by ray 
methods, of some electromagnetic diffraction problems 
for a set of two perfectly conducting, parallel plates of 
semi-infinite length. More specifically, the paper con
sists of three parts dealing with: 

(i) The calculation of the electromagnetic fields in the 
forward and backward directions in the case of diffrac
tion of a normally incident plane wave by two non
staggered parallel plates (Sec. II). This calculation is 
based on the uniform asymptotic theory of edge diffrac
tion, 1-3 and its extension as utilized in Refs_ 4, 5. 

(ii) The study of the same problem as in (i) by the 
method of modified diffraction coefficientS,7 (Sec. III). 

(iii) The calculation of the electromagnetic field due 
to a line source in the presence of two staggered paral
lel plates when the source, the two edges and the ob
servation point are on a straight line (Sec. IV). The 
limiting case of plane wave excitation in a direction 
parallel to the line through the edges is discussed as 
well. The calculation is based on a combination of the 
uniform asymptotic theory and the method of modified 
diffraction coefficient. 

The motivations and conclusions of our investigation 
are stated below. 

First, the physical problems themselves are of 
interest as they relate to the wave propagation over 
sharp ridges; see the introduction of Ref. 8 and the 
literature quoted there. 

Our second, and main, motivation is to show that ray 
methods provide an effective tool for the (high-frequen
cy) asymptotic analysis of diffraction problems involv
ing parallel-plate configurations. The analysis for such 
configurations is by no means trivial. In order to ex
plain the difficulties encountered, we present a brief 
outline of the ray-optical approach to the diffraction 
problems stated above. In both problems, the incident 
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wave when hitting the first plate, generates a primary 
diffracted field. The latter field is a cylindrical wave 
centred at the diffracting edge and as such is deter
mined by Keller's geometrical theory of diffraction. 9,10 

The primary diffracted field in turn acts as an incident 
wave on the second plate and gives rise to secondary 
diffraction. The secondary diffracted field will interact 
again with the first plate thus leading to higher-order 
diffractions. The actual calculation of the secondary 
diffracted field is complicated by the fact that the sec
ond edge lies on the geometrical-optics shadow bound
ary of the incident wave, due to the first plate. In the 
case of diffraction by two nonstaggered plates, an addi
tional and similar difficulty comes up at the calculation 
of the higher-order interaction fields. In the case of 
multiple diffraction the backscattered direction coin
cides with the shadow boundary of the specularly re
flected wave or, in other wordS, each edge lies on the 
ray-optical reflection boundary of the opposite plate. 
Now, as is well known, Keller's theory is not valid 
along shadow boundaries. 

In order to overcome this difficulty, three different 
methods have been proposed in recent years, namely, 
the method of Yee, Felsen, and Keller (YFK) , 11 the 
method of modified diffraction coefficient (MDC), 6, 7 and 
the uniform asymptotic theory of edge diffraction 
(UAT). 1-3 In the approach by YFK each interaction 
field is approximated by the field of an equivalent set 
of isotropic line sources, the source strengths being 
such as to provide the correct interaction field in the 
direction toward the opposite edge. Then the interac
tion fields are determined recursively by means of a 
special asymptotic formula for scattering of an iso
tropic cylindrical wave by a half-plane. Originally, 
YFK was devised in connection with a ray-optical 
treatment of reflection in an open-ended parallel-plate 
waveguide. In view of the approximate character of 
YFK, it is not surprising that the final ray-optical 
solution of the reflection problem fails to agree with the 
asymptotic expansion (width of waveguide large com-
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pared to wavelength) of the exact solution. A corrected 
ray-optical solUtion, based on UAT and in complete 
agreement with the asymptotic form of the exact solu
tion, was recently derived in Refs. 4, 5. 

In the present paper, the successive diffracted fields 
are calculated by means of MDC and UAT. The first 
method, MDC, employs a modified diffraction coeffi
cient for diffraction by a half-plane in the presence of 
a second parallel half-plane. This modified coeffiCient, 
which automatically includes the interaction between 
the diffracting edge and the second half-plane, is 
derived from the solution of a canonical problem. The 
second method, UAT, is applicable to diffraction of an 
arbitrary incident wave by a plane screen. UAT pro
vides an asymptotic solution of the diffraction problem 
that is uniformly valid near the edge and the shadow 
boundaries. Away from these regions the solution re
duces to an expansion for the diffracted field which 
contains Keller's result as its leading term. Higher
order terms are obtained as well whereas Keller's 
theory is incapable of determining these terms. 

In the ray-optical analYSis of the parallel-plate dif
fraction problems, both MDC and UAT turn out to be 
effective methods, although not to the same extent (see 
the discussion beloW). For the case of nonstaggered 
parallel plates, an exact solution to the diffraction 
problem is obtainable by the Wiener-Hopf tech
niquet2• t3 ; see Appendix A for a brief discussion of this 
exact solution. Our ray-optical solution given in (IL68), 
(IT. 70) and based on UAT, agrees exactly with the 
asymptotic expansion (plate separation large compared 
to wavelength) of the exact solution. A second ray-opti
cal solution, given in (m.ll), (m.12) and based on 
MDC, precisely recovers the exact far field solution. 
For the case of staggered parallel plates, a partial 
solution ignoring interaction between the plates was 
recently derived by Jones. 8 Excluding interaction 
terms, our ray-optical solution (IV.27), (IV. 30) is 
found to agree with Jones' rigorous asymptotic result. 

The ray-optical analYSis of this paper also provides 
a clear inSight into the relative merits of MDC and 
UAT, Our conclusions are: (i) As Keller's theory, UAT 
describes a general method Which in principle can be 
applies to all edge diffraction problems. On the other 
hand, MDC is designed to attack diffraction by special 
configurations involving two parallel plates, and those 
only. For example, in the diffraction problem for two 
staggered parallel plates (Sec. IV), the ray-optical 
solution can be obtained by UAT alone, but not by MDC 
alone. (ii) When both methods apply, MDC appears 
Simpler than UAT, as demonstrated by the example in 
Secs. II and m. 

Finally we list some conventions to be used through
out this paper: (i) The time factor is exp(- iwt) and is 
suppressed. (ii) All problems are two-dimensional 
(no z variation). Both the TM case (nonzero field com
ponents HII , E", Ey) and the TE case (nonzero field com
ponents Ell, Hr , Hy) are treated Simultaneously, with the 
help of two symbols u and T such that 

for TM u '" He, T '" + 1, 

for TE u=E", T=-1. 
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It is convenient to associate T with the reflection co
efficient of the field u from a perfectly conducting plane. 
(iii) The total field ut is the sum of the incident field u' 
and the scattered field u. Additional subscripts -in u t and 
u (e. g., u!lI' u3, etc.) are employed to identify the 
sequence of fields arising in the multiple interaction 
between the parallel plates. 

II. NONSTAGGERED PARALLEL PLATES: SOLUTION 
BY UNIFORM ASYMPTOTIC THEORY 

A. Statement of problem and approach 

The configuration of a pair of nonstaggered parallel 
plates and our choice of coordinates are sketched in 
Fig. 1. The polar coordinates {r .. , I/>J; m = 0, ± 1, ± 2,' .. 
have origins at {x = 0, y = mal. The angle 1/> .. is mea
sured in a counterclockwise sense when m is positive, 
and clockwise when m = ° or m is negative; futhermore, 
0:;;: 1/> .. :;;:2rr. Let the incident plane wave propagate in 
the negative y direction and be given by 

ui(x,y)=exp(-iky). (ILl) 

The problem at hand is to derive a high-frequency ap
proximation for the far field in the forward direction 
(x = 0, ky - - 00) and the backward direction (x:: 0, 
ky - 00) of the incident plane wave. 

Our approach is outlined below. The incident field 
(IL 1) first reaches the upper plate x:;;: 0, y = a, and 
scattering produces a total field ut(rh I/>t) that is written 
as 

(IL2) 

where Ut denotes the scattered field. The field u: in 
turn acts as an incident field on the lower plate x :;;:0, 
y :: O. Scattering of u: at the lower plate gives rise to a 
scattered field u2(rO, 1/>0), which will interact again with 
the upper plate and yield a scattered field u3(rt, I/>t). In 
this manner there results a sequence of scattered 
fields 

(II. 3) 

Note that u.(rh I/>t) with n odd arises from a scattering 
at the upper plate; whereas u,,(ro, 1/>0) with n even arises 

y 

a 

x 

FIG. 1. Two 
nonstaggered 
parallel 
plates illu
minated by a 
normally in
cident plane 
wave. 
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y 

.n 
____ -'_~J.----_ x 

FIG. 2. A half
plane illuminated 
by a line source at 
(x=-d cosO, 
y=dcosO) . 

from a scattering at the lower plate. A useful property 
of the scattered fields is 

un(rt> CPt) = - 7Un(rt, 21T - CPt), n odd, 

un(ro, CPo) = - 7Un(rO, 21T - CPo), n even. 

(II.4a) 

(llo 4b) 

This symmetry relation is a consequence of the fact that 
un is the scattered field from a single plate, as if the 
other plate were absent. For the sequence of scattered 
fields in (II. 3) we will determine them recursively 
instead of consecutively. A special form of un is as
sumed, and it is used to derive un+t by the uniform 
asymptotic theory, which is summarized in Sec. II B. 
Comparing the expreSSion of un+l thus obtained with the 
assumed form of un after replacing n by n + 1 in the 
latter, we obtain two recurrence relations in Sec. IIC. 
Next we solve the recurrence relations in Sec. lID, 
and present the final results for the scattered fields on 
the shadOW boundaries of the incident and reflected 
fields in Sec. II E. 

B. Summary of uniform asymptotic theory 

The uniform asymptotic theory of edge diffraction was 
developed in Refs. 1 and 3 for the scalar wave, and in 
Ret 2 for the vectorial wave. Here we summarize its 
explicit formulas for a two-dimensional problem, and 
they constitute a theoretical basis for our analysis in 
Secs. II and IV of this paper. 

Referring to Fig. 2, let the half-plane x ~ 0, y = 0 be 
illuminated by a cylindrical wave due to a line source 
located at x = - d cosO, y = d sinn, 0 < n < 1T. Polar 
coordinates {rt. CPt} with origin at the source point, and 
{ro, CPo} with origin at the edge {x = 0, y = o} will be em
ployed. We assume the incident cylindrical wave is 
given by the asymptotic representation: 

ui(rJ> CPt) -exp(ikrt)zi(rj, CPt), k - 00, (II.5a) 
~ 

= exp(ikrt) ~ (iktmz~(rt, CPt). (1I.5b) 
moO 

Then the total field u t is found to be 

u t (ro, CPo) = U(ro, CPo) + TU(ro, 47T - CPo), (1I.6a) 

where the double-valued function U is represented by a 
uniform asymptotic expansion: 

(1I.6b) 

where 

if (ro, CPo) - exp[ik (r 0 + d)][ F(kt ~2 ~t) - F(kt 
/2 ~t) ]zi (rt, CPt)' 

t?(ro, CPo) -exp[ik(ro +d)]k-t / 2 ~ (ikrmvm(ro, CPo). 
moO 

The various notations which appeared in (II. 6) are ex
plained below. The Fresnel integral F(x) is defined by 
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F(x) = 7T-t /2 exp(- i7T/4) exp(- ix2) f_: exp(if) dt. (II. 7) 

Its asymptotic expansion for large x is 

F(x) - exp(- ix2)H(x) + F(x), x - ± co. (IL 8) 

Here H(x) is the unit step function, i. e., H(x) = 1 for 
x> 0 and H(x) = 0 for x < 0, and 

F(x) = - exp(i1T/4) "i r(m d}(ix2r'n, (It 9) 
2ITx "",0 

where the Gamma function r(m + t) is given by 

r(m + t) = v1T(t)(~)· . 0 «2m -1)/2). (II. 10) 

The Taylor expansion of F(x) around x = 0 is 

F(x) =1. t exp(- iqIT/4) x' 
2,=0 r(q!2 + 1) , (II. 11) 

which is convergent for each x. The function ~t in (II. 6) 
is defined by 

~t = (ro +d - rt)t /2 sgn[cost(cpo - n)] 

(It 12) 

Note that ~t = 0 along the shadow boundary CPo = n + 1T of 
the incident wave. The sign of ~t is such that ~t > 0 
(~t < 0) when the observation point (ro• CPo) is in the 
illuminated region (shadow region) of the incident wave. 
Note that (U)2 measures the excessive ray path from 
the source to the observation point via the edge of the 
half-planeo The two leading coefficients of the series 
in (lIo 6) have been generally determined in Ret 4 and 
in the present case are given by 

~ exp(i7T/4) i 
Vo (ro, CPo) = - 2(21T)t!2 zo(rt =: d, CPl =: IT - n) 

xriit /2 sed(cpo - n), (II. 13) 

~ ) exp(i7T/4)[1 )-1/2 1( vt(ro,cpo =- 2 (2IT)t/ 2 Zt(d,7T-nro seczCPo-n) 

1 (3 i( ) . 2' ( +"4 2dzo d, 11 - n sm 2" CPo - n) 

i 
oZo (d, 1T - n) ('" n) 

" cos 'f"0 - •• 
Ur! 

+ ~ aZ~(~';l- n) sin(cpo _ n~ riit /2 sec3t(cpo - n) 

+ tz~(d, 1T - n)rii3
/

2 sec3t(cpo - n)]. (II. 14) 

There exists a recursive formula for the determination 
of higher order Vm• 3 They are not needed here since 
throughout this paper we are only interested in terms up 
to the order of k-3 /2. 

The expression in (II. 6) for the total field is uniform
ly valid for all 0 < r 0 < co and 0 ~ CPo ~ 21T. It is convenient 
to interpret the first term U(ro, CPo) in (II.6a) as a con
tribution to the total field associated with the incident 
field, while the second term U(ro, 411 - CPo) as that as
sociated with the reflected field. Let us concentrate 
on U(ro, CPo) given in (II.6b), and consider the following 
two cases: 

(i) Away from the shadow boundary and the edge 
I kt /2 ~t I » 1: The use of (II. 8) into (II. 6b) leads to the 
conclusion that if recovers the classical geometrical 
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optics field, and rJd gives the edge-diffracted field with 
its first term identical to Keller's results. 9, 10 

(ii) In the immediate neighborhood of the shadow 
boundary and/or edge k 1 /

2 ~t - 0: Both UO and rJd be
come infinite, but the singularities in F(kt/2~t> cancel 
exactly those in {v,J. Consequently, U is continuous and 
well defined across k 1 / 2 ~t == O. 

Between the above two extreme cases, U(ro, CPo) in 
(IL 6a) provides a smooth transition and, therefore, is 
called a uniform asymptotic expansion for large k. 
Similar comments apply to U(ro, 47T - CPo), the second 
term in (I1.6a). 

c. Multiple scattering between plates 

In this section we consider the multiple scattering of 
the incident field (11.1) between the two parallel plates 
in Fig. 1 and derive recurrence relations for the mul
tiply scattered fields. 

First let us determine the total field uf(rto CPt) due to 
the scattering of the incident field (11.1) at the upper 
plate. The solution of this Sommerfeld half-plane prob
lem is well known, and can be written as (see Ref. 3) 

uHrto CP1) == exp[ik(r1 - a)J{F[ - ';2kr1 COS%(CP1 + h)] 

(II. 15) 

The latter result can be also derived by means of the 
uniform asymptotic theory. In the backward direction 
of the incident field CPt == 37T/2, we may replace the first 
Fresnel integral in (IL 15) by its asymptotic expansion 
(II. 8) and the second Fresnel integral becomes equal to 
F(O) == %. Retaining only the leading terms we have 

uf(r1' 37T/2) ==u i +exp[ik(r1- a)] 

x{h- [exp(i7T/ 4)/2.J21r]k-t /2ri1/2 + O(k-312 )}. 

(11.16) 

Furthermore, in the interior region 0"" CP1 "" 7T, the use 
of (11.8) in the second Fresnel integral in (IL 15) leads 
to 

ui(rto CPt) =exp[ik(rt - a)J{F[- ';2krt COS%(cpt +%7T)] 

+ [rexp(i17/ 4)/U27Tkrt] seci(cpt - h) 
+ OW3 /2)}, 0"" CPt"" 17. (11.17) 

The field uf acts as an incident field on the lower plate, 
and the resultant scattered field u2(rO, CPo) is to be de
termined by means of the uniform asymptotic theory. 
However, the uniform theory cannot be immediately 
applied because of the fact that the incident field uf 
in (IL 17) is not locally a cylindrical wave in the direc
tion of CPt =17/2. To circumvent this difficulty, we fol
low the method in Ref. 4: we replace the Fresnel in
tegral F(x) by its Taylor expansion in (11.11), and 
(IL 17) becomes 

uf(rto CPt) = exp[ik(rt - a)]{% i e'f(t i
q
;{4) (-1)q(2krt)q/2 

q=O 2q + 

q1 1 rexp(i17/4) 1 1 
xcos 2:(cpt + 2:17) + no==- sec2:(cpt - 2:17) 

2v 217krt 

+ O(k-312 )}, 0"" CPt"" 17. (11.18) 
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The representation in (IL 18) comprises an infinite sum 
of cylindrical waves centered at the upper edge rt = 0, 
and is convergent throughout the interior region 0"" CPt 
"" 17. We now perform a term-by-term application of the 
uniform theory. To each cylindrical-wave term in 
(II. 18) the uniform theory is applied, and the corre
sponding scattered field conl'ltituent may be evaluated. 
Collecting the latter constituents, we obtain the scat
tered field u2(rO, CPo). We do not perform this computa
tion in detail, since later on we will derive a general 
result for the scattered field Un which includes U2 as a 
special case. 

Consider now the scattered field un(rb CPt), n odd, 
arising at the upper edge, and un(ro, CPo), n even, arising 
at the lower edge. Uniform expanSions for these fields 
will be derived valid in the interior region 0 "" CPt "" 17, 
0"" CPo "" 17. Similar to the discussion in Sec. 7 of Ref. 4, 
we introduce the following ansatz for the uniform 
expansions: 

un(rb CPt) = % exp{ik[rt + (n - 2)a ]}(~ exp(- iq17/4)un,q(rb CPt) 

X(kl/2~1)q+ exp(i17/4) k-t /2 t exp(-iq17/4) 
..fi1i q=O 

xVn,.(rb cpt)(kt12~t)q + O(k-l~ - OntUi, 

n odd, O""CPt""17, (IL 19) 

un(ro, CPo) = i exp{ik[ro + (n - 2)a ]}(~ exp(- iq17/4)un,.(ro, CPo) 

x (kt/2 ~o)q + exp(i17/4) k-t /2 t exp( _ iq17/4) 
..fi1i q=O 

xVn,q(ro, CPo)(k1/2~0)q + O(k-t~, 

n even, 0"" CPo "" 17, (II. 20) 

where On1 =1 if n=l and Om =0 if wl1, and ~t and ~o are 
given by 

(11.21) 

(II. 22) 

The ansatz in (11.19) and (11.20) describes the first and 
second terms of a high-frequency expansion in inverse 
powers of k. Each of these terms is represented by a 
convergent Taylor series with coefficients {un,q} and 
{vn,q}, respectively, which are to be determined. It 
should be emphasized that each of these Taylor series 
is to be considered in its entirety and should not be 
looked at as a series that can be truncated after several 
terms. Once the scattered fields {un} are determined in 
the interior region from (11.19) and (11.20), those in 
the exterior region 17 "" CPt "" 217, 7T "" CPo "" 217 follow im
mediately from the symmetry relation in (II. 4). 

For n = 1, the expansion (11.19) should agree with 
(11.2) and (IL 18), thus yielding 
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(IL 23) 

Vl,q(rh CPl) = 6qO "i1 
/2 sed(cpl - h). (n.24) 

Scattering of the incident field Un at the upper or lower 
plates gives rise to the scattered field un+l' The field 
un+l can be determined by a term-by-term application 
of the uniform asymptotic theory as summarized in 
Sec. lIB. The result for un+l thus obtained is to be com
pared with the ansatz (n. 19) and (IL 20) with n re
placed by (n + 1). By equating corresponding terms we 
are led to a set of recurrence relations for the co
efficients u ... q and V ... q • It is found that the recurrence 
relations are exactly the same as those given in Refs. 
4 and 5. Upon specializing to CPo = CPl = 1T/2, the recur
rence relations become 

(1125) 

(n.26) 

where m = 0,1,2,' .. and n = 1,2" . " provided that the 
following "finiteness condition" is satisfied: 

U ... 0 (a, 1T/2) = 1Tl /2(ro +a) 1/2 i Un,2q(rf +a, 1T/2)(-2:L) q. 
a q=o r("2 - q) ro + 2a 

(II. 27) 

In Sec. lID, it will be shown that coefficients {un,q} do 
indeed satisfy (Ii 27). The recurrence relations (n.25) 
and (II. 26) are accompanied by the initial values: 

(-l)q Iro+a)q'2 
Ul,q(rO, 1T/2) = r(q/2 + 1) \-a- , 

Vl,q(rO' 1T/2) = 6qo "ii1/2, (II. 28) 

which are taken from (II. 23) and (II.24). Furthermore, 
according to Ref. 4, the derivative au ... /acpo, which 
appeared in (Ii 26), is determined by an additional re
currence relation 

aUa+l, ... (ro,1T/2) _! 2:L. 't 1 
acpo - 2 ro+a q=O r(m/2-q/2+1) 

x aUn,q(ro +a, 1T/2) f~)·/2, (n.29) 
acpo \"0 + 2a 

subject to the initial conditions 

aUl.q(ro,1T/2) ° 
a CPo ' 

(IL 30) 

which is obtained by differentiation of (II.23). Hence all 
derivatives {au ... /acpo} vanish and (1126) simplifies to 
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1." (/2) -1/2 -2 Tu ... OU ... O a ,1T ro· (11.31) 

The latter recurrence relation holds for n = 1,2," . , 
m = 0, 1, .. '. By defining 

uo.o(a, 1T/2) = - 2, vo •• (ro, 1T/2) = 0, for q = 0,1,2, ... , 

it is easily seen by comparing with (11.28) that (11.31) is 
also valid for n = 0. 

Let us summarize the results obtained so far. The 
coefficients {u .... (ro, 1T/2)} are determined by the recur
rence relation and initial conditions 

n = 1,2, .. " m = 0,1, ... , (11.32) 

(-1)· (ro+a)./2 
ul •• (rO, 1T/2) = r(q/2 + 1) -a- ,q = 0,1,···. 

The coefficients {V .... (ro, 1T/2)} are determined by the 
recurrence relation and initial conditions: 

( /
2)-.!';' v .... (ro+a 1T/2) f-2:L)·/2 

vn+l, m ro, 1T - 2 ~ r(m/2 _ qj2 + 1) \ro + 2a 

- iT6mou ... o (a, 1T/2)rii1 /2, 

n, m =0, 1,"', (11.33) 

vo, .(ro, 1T/2) = 0, q = 0,1, .. " uo• 0 (a, 1T/2) = - 2. 

The solution of the recurrence relations (11.32) and 
(11.33) will be given in Sec. II D. 

Once the recurrence relations are solved, we may 
calculate the desired field solutions as below. Setting 
CPl =1T/2 in (11.19) and CPo =1T/2 in (II. 20), we have 

Un(rl, 1T/2) = i exp{ik[rl + (n - 2)a ]}{u ... o(rf, rr/2) 

+ [exp(i1T/4)/I2"1T]k-1/2v ... o(rf, 1T/2) 

+ OWl)} - 6n1 exp[ik(r1 -. a)], n odd, (II. 34) 

un(ro, 1T/2) = hexp{ik[ro + (n - 2)a ]}{u ... o (ro, 1T/2) 

+ [exp(i1T/4)/ fu]k-1/2v ... oh, 1T/2) + O(k-1
)}, 

n even. (IL 35) 

The total fields in the forward direction CPo = 31T/2 and 
backward direction CPl = 31T/2 of the incident field are 
given by 

u t (ro, CPo = 31T/2) = u~ (r1 = ro + a, CP1 = 1T/2) + u2 (ro, CPo = 31T/2) 
~ 

+ L; [U2n_l (rl = r o + a, CP1 = 1T/2) + U2n(rO, CPo = 31T/2)] , 
n=2 

(II. 36) 

ut(rf, CPl = 31T/2) = ui(r1' CP1 = 31T/2) + U2 (ro = r1 + a, CPo = 1T/2) 

+ "0 [U2n_l (rf, cP1 = 31T/2) 
n=2 

+U2n(rO = r1 + a, CPo = 1T/2)]. (II. 37) 

Let us consider the first terms in (II. 36) and (11.37) in 
a little more detail. Since ui =u i +u1, it follows from 
(II. 34) with n = 1 and the symmetry relation in (II. 4) that 
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uf(rt =ro +a, CPt =1T/2) 

= !exp(ikro){ut,o(ro + a, 42) + [exp(i1T/4)/127T]k-t /2 

XVt, o(ro +a, 1T/2) + owt)}, (II. 38) 

uf(rio CPt = 31T/2) 

=exp[-ik(rt +a)]+u1(rio CPt = 31T/2) 

= exp[-: ik(rt +a)]- 7Ut(rio CPt =1T/2) 

= exp[- ik(rt +a)] + Texp[ik(rt- a)] - hexp[ik(rt - a)] 

X {Ut, 0 (rio 1T/2) + [exp(i4 4)/v'21T]k-t /2Vt, 0 (rio 1T/2) 

+ O(k-t )}. (IL 39) 

When (II. 4), (II.34), (II. 35), (II. 38), and (II. 39) are 
used in (IL 36) and (11.37), we have the expressions for 
the total field in the forward and backward directions: 

"" 
= t exp(ikro) L; exp(i2nka){[u2n+t o(ro +a, 42) 

... 0 ' 

_ U2n+2,O(rO' 42)] + [exp(i1T/ 4)/12"1T]k-t /2 

X [V2n+t, 0 (ro + a, 1T/2) - V2n+2, 0 (ro, 42)] + O(k-t )}, (II. 40) 

ut(rio CPt = 31T/2) 

= exp[ - ik(rt +a)] + Texp[ik(rt - a)] 

- tTexp[ik(r1 - a)]{ut, o (rio 1T/2) + [exp(i1T/4l/ v'27T]k-t /2 

XVt o(rt, 1T/2)}+hexp[ik(r1- a)] t exp(i2nka) 
, ~1 

X{[U2n,0(rt +a, 1T/2) - U2n+1, o (rio 42)] 

+ [exp(i1T/ 4)/ v'27T]k-1 /2( V2n, 0 (r1 + a, 1T/2) 

- V2n+1,O(r1, 1T/2)] + O(k-1)}. (II. 41) 

It is interesting to note that the total field in the forward 
and backward directions depends on {un,o} and {vn,o} 
only. 

D. Solution of recurrence relations 

Consider first the recurrence relation in (II. 32). The 
same recurrence relation, subject to a different initial 
condition, was discussed in Ref. 4, Appendix C, where 
it was solved by a generating-function technique. 
Employing the same technique, we introduce the gen
erating function 

"" 
Fn(ro; z) = L; un,q(ro, 1T/2)(iz)q, 

/l20 
(11.42) 

where z is a complex variable. Thus, it was shown in 
Ref. 4, Appendix C, that (IL 32) can be reduced to a 
recurrence relation for Fn expressed in terms of Fn_io 
namely, 

. __ 1_1",,+f"'exp(-t2) ~ .t ro )1/2) F.(ro,z)- 2 . t- Fn_1 ro+a,t --2- dt 
1TZ -""+10< Z ro + a 

(IL 43) 

where Q < Irnz. By repeated application of (11.43), Fn 
can be expressed in terms of F t : 
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(11.44) 

where Qt <Irnz, Q", < Q",_1[rO + (m - 2)a]1/2[ro +ma]-112, 
m =2, 3, ... , (n-1). From the initial condition in (II. 32) 
and the definition of F1 in (IL 42), we find 

"" (-l)q (ro +a) q/2. q 
Ft(ro;z)=??o r(q/2+1) -a- (zz) 

r. (r +a)112] = 2F Lexp(- i1T/4)z -%-
according to (11.11). Using a well-known integral 
representation for the Fresnel integral F, we have 

1 1 ""+10< exp(- t
2
) dt (11.45) 

F1(rO;z) = 1Ti -""+101 t+z[(ro + a)/a] 11 2 ' 

where Q < - Irnz-l(ro + a)j a, which is to be substituted in 
(11.44). After simplification in a manner similar to that 
given in Ref. 4, Appendix C, we have the desired ex
preSSion of Fn: 

Fn(ro;Z)=21T-n/2(~r/2J:"" "'1"" exp [2iX1Z (ror: a) 1/2 

r +a ft-t n-2 ] 
- _o_x~ _ 2 L; x~ + 2 L; x",xm+1 - 2Xn_1xn - x~ 

ro ",=2 m=1 

(IL 46) 

The result in (II. 46) can easily be expanded in a power 
series of (iz), comparable to (II.42). Then it is found 
that the solution of un,q(ro, 1T/2) is given by 

2
q
+1 (a) 1/2(ro +a)q/2 un,q(ro, 42) = -, - -- In,q(ro), 

q. ro ro 

n=2,3,"', q=0,1,2,"', 

where In,q is an n-fold integral defined by 

In,q(ro)=1T-ft
'
2i''''···[''''x!exp(- ro;oa x~ 

- 2 L; x~ + 2 L; x",xm+t - 2Xn_1xn - x~ ~ ~ ) 
m=2 mCl1 

(110 47) 

(11.48) 

The result in (IL 47) and (II. 48) together with the initial 
coefficient ut,q(ro, 1T/2) in (11.32) constitutes the solu
tion for the recurrence relation in (II. 32). It can be 
shown that this solution satisfies the "finiteness condi
tion" in (II. 27). 

Next let us turn to the second recurrence relation in 
(11.33). Except for the inhomogeneous term, this rela
tion is identical to Eq. (C4) in Ref. 4. Hence, its solu
tion can be derived in exactly the same manner with the 
result 

(11.49) 
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where 

(II. 50) 

I () -n 12[ '" 1'" ( ro + a 2 no. ro =rr ... x1exp - --Xl 
o 0 ~ 

n n-l 
- 2 ~ X~ + 2 ~ X",xm+l)dXl dX2' •• dxn, 

n = 1,2,' . " q = 0,1,2,' ... (II. 51) 

According to (11.40) and (II. 41), the total field in the 
directions 1>0 = 31T/2 and 1>1 =3rr/2 only depends on the 
coefficients {u".o(ro, rr/2)} and {vn,o(ro, '/li2)}. Therefore, 
we present the special results of (II. 47) and (II. 49): 

ul, o {ro, rr/2) = 1; un,o (ro, 1T/2) = 2{a/ro)I/ZJn, o(ro), 

n=2,3,"', {II. 52) 

n = 1, 2, . . . . (II. 53) 

For later use, we derive simple closed-form results 
for U2,O and V2,O' We evaluate the double integral 

Jz,o(ro)=.! f'" f'" expC ro+a XI-2X1X2-X~)dXldX2 
rr 10 Jo \ ro 

by introducing the new variables Yl = (a/ro)l12xt> 
Y2 = Xl + x2; then, (II. 54) passes into 

(II. 54) 

Jz. 0 (ro) = (l/1T)(ro/a) 1 12 J Is exp{- YI - y~)dYl dY2, 

(II. 55) 

where S is a sector described by Yl?- 0, Y2?- (rola)1I2Yl' 
The sector S has an interior angle (1T/2) - tan-1(ro/ a)1/2. 
Thus, we find easily 

(
ro)l12 (rr/2) _ tan-1(ro/ a)1/2 

J2 o (ro) = -
'a 2rr 

and, consequently, 

uz,o(ro, rr/2) =t- (1/1T)tan-1(ro/a)1!2. 

(II. 56) 

(II. 57) 

The latter result has been checked by a direct computa
tion based on (II. 32). The coefficient V2,O in (110 49) 
becomes 

V2, 0 (r 0, rr/2) = - TYijl/2[ J o, 0 (a)Il, 0 (ro) + J1, 0 (a)Io. o(r 0)] 

=t;(ro+a)"1/2_ tTYijl12, (II. 58) 

which was also checked by a direct computation based 
on (II. 33). 

Furthermore, we need the values of In, 0 (ro) and 
In,o(ro) as ro - 00, and J".o(a). Their evaluations are 
given in Ref. 14. Here we list the final results: 

1 
I n, 0 (00) = -2-rr....,ln=-~1 ' n=2,3,"·, (II. 59) 

1 r(n + t) 
In,o(oo)=n! r(t) , n=0,1,2,"', (II. 60) 

-1 r(n-t) 
In,o(a)=-, r( 1) , n=0,1,2,···. 

n. - 2 
(II. 61) 

A comparison of (II. 59), (II. 61) with (II. 56) shows that 
they agree for n = 2. 

1752 J. Math. Phys., Vol. 16, No.9, September 1975 

In summary, the solutions of the recurrence relations 
in (II. 32) and (II. 33) are given, respectively, in (II. 47) 
and (II. 49). The explicit solutions for {un,o(ro, rr/2)} and 
{vn,o(ro, 1T/2)} as ro - 00 are given in (II. 50), (II. 52), 
(II. 53), and (II. 59)-(II. 61). 

E. Far fields in the forward and backward directions 

Consider first the total field ut(ro, 31T/2) in the for
ward direction ¢o = 31T/2, as given in (II.40). On sub
stitution of results in (II. 52), (II. 53), (II. 57), and 
(II. 58) for {un,o} and {vn,o}, we obtain 

ut~o, 32rr) =eXP(ikro){a + :1T tan-1 f:Y12] 
+a1/Z B exp(i2nka/J2n+l,o(ro +a) _ J2n+2,o(rO») 

n=1 \ (ro + a)t!2 ro 1/2 

+k-1I2 Texp(i1T/4) [ 1 + _1_ 
2 v'2iT 2v'r 0 + a 2 rr;;-

'" ( _ 1 2n+l 
+ 6 exp(i2nka) ~ 6 J m_1 o(a) 

.,1 vro +a m.l ' 

1 2"+2 
XIZn+l_m,O(ro +a) + C- 6 J m_1 o(a) 

vro m::l1 ' 

(II. 62) 

It has been verified that the first term in (II. 62), i. e, , 

ut(ro, 31T/2) I first term 

= exp(ikro)[t + (1/2rr) tan-l (ro/ a)1/2] (II. 63) 

agrees with the result that is obtained by specialization 
of a rigorous asymptotic expansion for the field due to 
Jones. 8 Jones did not take into account the interaction 
between the edges of the two plates, and hence did not 
obtain the other terms in (II. 62). For large values of 
ro, (II. 62) can be simplified, and we obtain the total far 
field in the forward direction 

t( 31T) {1 1 (a )1/2 (a)l/Z U ro,- = exp(ikro) - - - - +-
2 2 21T ro ro 

'" 
x 6 exp(i2nka)[J2n+1 0(00) - J Zn+2 0(00)] 

n::l1 " 

+ Texp(i1T/4)r1 + t exp(i2nkal- 2I! J ()1 ( ) 
2.j2rrkr

o 
L n=1 \ m=1 m-l,O a 2n+1-.... 0 00 

(II. 64) 

The term of order k-1 / 2 in (II~, 64) can be considerably 
simplified. From (II. 60) and (II. 61) it follows that 
,~ , 

- 6
1 

J m_1,o(a)I,+1_ ... 0(oo) = - 6 J .... 0 (a)I,_ ... 0(00) = m~ 

b r(m - t)r(p - m + ~) 
= m=O m!r(-t)(p-m)!n~) , 

(II. 65) 

where p = 2n or p = 2n + L The latter sum in (II. 65) is 
just the coefficient of t' in the power-series expansion 
of the product 
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(E r(q - \) t"\(E r(q + f) t"L (1- t)1/2(1_ tr1/2 = 1. 
'1"0 qlr(-a) "} pO qlr(a) r 

(II. 66) 

Note that both series in (II. 66) are binomial series 
which have been explicitly summed. Since the coeffi
cient of tP in (II. 66) is equal to lipo , it follows im
mediately that 

,+1 

- '0 J ... _1,0(a)lp+l_",. 0 (00) = 1ipo • 
... =1 

(II. 67) 

The use of (II. 67) and (II. 59) in (IT. 64) leads to the 
final expression for the total far field in the forward 
direction: 

u
t ~O' ifJo = ;IT) = eXp(ikro{~ - ;IT (~r/2 + ;IT (~y/2 

~ ( 1 1) x '0 ~ - rn-:-:-1 exp(i2nka) 
n=1 v2n v2n + 1. 

+ re + O(k-1) + o (r(i3 12) , h/4 ~ 
2"t2lTkro 

(II. 68) 

which agrees exactly with (A6) in Appendix A, which is 
an asymptotic expansion of the exact solution derived 
by the Wiener-Hopf technique. 

Next consider the total field u t in the backward direc
tion ifJl = 3 IT/2 , as given by (II. 41). On substitution of the 
results of (II. 52) and (IL 53) for the coefficients {un, o}, 
{va, o}, we obtain 

u
t flo ~1T) = exp[- ik(rl +a)J + exp(ik(rl - a)J 

x [!. + ra1/2 t: eXP(i2nka)(J2n,o(rl +a) 
2 ~1 vrl+a 

J2n+1,0(r1»)] exp(ilT/4) k-1/2 ['k( )] 
-r:::- + 2 r.;-- exp t rl - a 

vrl v2lT 

x [- ri1/2 + i; exp(i2nka) 
n=1 

( 

1 2 .. 

X - r::-- '01 J",.l,o(a)12n_",.O(rt +a) 
vrl +a "'= 

1 2n+l )~ 
+ .;:;; ~ J",_I.o(a)12n+l_",. ° (ri) ~t O(k-l). (II. 69) 

As ri - 00, (IL 69) can be Simplified in a similar manner 
as the reduction of (II. 62). The final expression for the 
total far field in the backward direction is given by 

which again agrees with the asymptotic expansion of the 
exact solution given in (A3), Appendix A. 

Let us now comment on several key steps in the 
derivation of the final solution in (II. 68) and (II. 70): 

(i) In the calculation of multiple scattering between 
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edges, the term-by-term application of the uniform 
asymptotic theory to the incident field in (II. 19) or 
(IL 20) is a formal procedure. As other formal proce
dures in ray-optical methods, its "justification" is its 
correct final result. 

(ii) The derivation of the recurrence relations in 
(II. 25) and (II. 26) depends critically on the fact that the 
qth constituent of the incident field in (II. 19) [or (II. 20)] 
is proportional to ~1 (or ~~), and ~1 is identically zero 
at the observation point, the location of the lower edge. 
Had the two plates been slightly staggered, simple re
currence relations as those in (II. 25) and (II. 26) could 
not have been derived. 

(iii) The evaluations of the integral In,q in (II. 48) and 
In.q in (IL 51) are themselves interesting mathematical 
problems. In Ref. 14, two methods are used for their 
evaluations: one is elementary and involves transforma
tion of variables in n-dimensional space and generating
function techniques, while the other uses integral equa
tions, Fourier transforms, and Wiener-Hopf technique. 

(iv) In two occasions in our derivation, the argument 
of analytical continuation was resorted to for extending 
the domain of convergence of the series involved. One 
occurs in the derivation of (II. 57) by a direct computa
tion from (II. 32): 

Ir !)-! i; u1• q (ro+al lT/2) (---2:L) '1/2 
u2,o~o'2 -2~ T(l-"2q} ro+2a 

1 ~ (-1)'1 (ro+2a)QI2( ro )'112 
= '2 ~ r(1- !q)r(l +¥!) -a- ro +2a 

=! _! -£ (-1)'1 lro\Q+(1/2) 
2 IT q=O 2q+l \aj . (II. 71) 

Note that this series converges to the right-hand side 
of (II. 57) only in the range 0 :;;ro:;; a. To show that 
(II. 57) also holds for ro > a, one may invoke some 
analytical continuation argument. The other similar 
situation arises in the verifications of (II. 25) and 
(IL 27) by a direct substitution from (II. 47). [Yet an
other occurs later in the derivation of (IV. 19) in Sec. 
IV, where three series converge only when 11) 1 < 1. ] 

Some numerical results calculated from (II. 68) will 
be presented in Sec. IIIe. 

III. NONSTAGGERED PARALLEL PLATES: SOLUTION 
BY MODIFIED DIFFRACTION COEFFICIENT 

A. Outline of approach 

In this part of the paper, the same problem sketched 
in Fig. 1, namely, the diffraction of a normally incident 
plane wave by two nonstaggered parallel plates is at
tacked by a different ray method-the method of modi
fied diffraction coefficient described in Refs. 6 and 7. 
The solution so obtained turns out to be in complete 
agreement with the exact far field solution given in 
Appendix A. 

First let us outline the general approach. From the 
symmetry of the problem it follows (see pp. 137-38 of 
Ref. 13) that the original problem sketched in Fig. 1 can 
be replaced by two auxiliary ones: (i) a problem with a 
perfect electric wall (where the tangential electric field 
is zero) at y =a/2 (Fig. 3a), and (ii) a problem with a 
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(a) electric wall 

FIG. 3. Two auxiliary problems for the problem sketched in 
Fig. 1. 

magnetic wall (where the tangential magnetic field is 
zero) at y =a/2 (Fig. 3b). Once these two auxiliary 
problems are solved their solutions will be properly 
superimposed to yield the solution of the original prob
lem. For the convenience of applying the method of 
modified diffraction coefficient, we generalize the prob
lem by letting the incident field u i come from the direc
tion <Pi. where (31T/2) < <pi"" 21T: 

ui (rt. <PI) = exp[ - ikrl cos (<PI - <pl)] exp(- ika), (Ill. 1) 

where {rl' <PI} are polar coordinates with origin at 
{x = 0, y = a} (Fig. 3a). The problem is to determine the 
total field at an observation point (rl, <PI), where krl - 00 

and 1T "" tPl "" 21T. After the field is derived, we will set 
tPl = 31T - <pL and let <pi go to 31T/2 in order to obtain the 
desired field solutions in the forward and backward 
directions. 

Let us concentrate on the problem with an electric 
wall (Fig. 3a). The incident field ui in (Ill. 1) reaches 
the upper edge x = 0, y = a, and diffraction there pro
duces a scattered field Ut (rt. tPI)' The field Ut propagates 
along diffracted rays emanating from the edge. Then 
the field along the diffracted ray in the direction tPt 
= 1T/2 is specularly reflected from the electric wall at 
y = a/2. The reflected field u2 strikes the upper edge 
again, and diffraction there produces a scattered field 
us(rl , tPI)' Such a diffraction and reflection sequence 
continues. The total field at (rt. tPI) is then given by 
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ut(rl> tPt) =ui (rt. <PI) + [U I (rt. tPI) +u1nt(rl> tPI)] 

X [1 - H(x) exp(ika I sintPtl )]. (Ill. 2) 

Here u1nt is the contribution from the interaction be
tween the upper edge and the electric wall 

~ 

u1nt(rt. tPI) = 6 U2n+1 (rl> tPI). 
n=1 

(Ill. 3) 

The term with the unit step function H(x) in (III. 2) is to 
account for the possible specular reflection at the elec
tric wall of the outgoing diffracted rays emanating from 
the upper edge. When the observation point (rt. tPI) has 
a negative x coordinate, i. e., 31T/2 < tPl "" 21T, H(x) = 0 
in agreement with the fact that there is no such a specu
lar reflection. When x> 0, the same factor 
exp(ika I sintPII ) accounts for the contribution of the 
specular reflection for both TM case (T= + 1) and TE 
case (T=-l). This independence of T is due to the com
bination of the facts that (i) the scattered field un 
satisfies the symmetry relation in (IL 4) and (ii) the re
flection coefficient of un from the electric wall is T. 

The central step is to determine u1nt• In the present 
approach, instead of determining u2, u3, ... successive
ly, we will introduce a diffraction coefficient for the 
upper edge, a modified version of Keller's diffraction 
coefficient, and write down u1nt in a single step. 

B. Far fields in the forward and backward directions 

Let us consider Ut (rt. tPI), the scattered field from 
the upper plate x < 0, y = a due to an incident field (III. 1) 
(as if the electric wall at y = a/2 and lower plate x < 0, 
Y = 0 were absent). Following Keller's geometrical the
ory of diffraction, 9, 10 the far field solution of ul is the 
sum of the usual geometrical optics field and a dif
fracted field u1. The latter is 

d( A..) _ exp[i(krl +1T/4)] D(A.. A..i) I( -_ 0) k Ut rh '1'1 ~ 'l't. '1'1 U rl , rl - <:00, 
2v21Tkrj 

where D(<p1> <pD is known as Keller's diffraction 
coefficient 

D(tPl> tPD = - (sec tPt ; tPi + Tsec tPt ; pt ). 

(Ill. 4) 

(Ill. 5) 

The result in (Ill. 4) and (Ill. 5) is not valid in the neigh
borhood of shadow boundary of the incident field <PI 
= tPt - 1T, or that of reflected field tPl = 31T - tPt. In those 
neighborhoods we may use the exact Sommerfeld half
plane solution for the scattered field: 

Ut (rl, tPI) = exp(ikrt) [- F (- -J2krl cos tPI; <pi) 

+TF(-J2krl cos tPt;P9Ju l (rl =0), (Ill. 6) 

where F is the Fresnel integral defined in (II. 7). The 
result in (III. 6) can be also derived, of course, by the 
uniform asymptotic theory described in Sec. II B. When 
tPt'" tPt - 1T and <Pt '" 31T - tPf, the Fresnel integral in (Ill. 6) 
can be replaced by its asymptotic expansion according 
to (II. 8) and (II. 9). Retaining only the leading term, we 
recover (Ill. 4) and (Ill. 5), plus the usual geometrical 
optics field. 
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According to Ref. 6 and 7, the interaction term U tllt 

in (m. 2) can be written in a similar form as (m. 4), 
and is given by 

exp[i(krt +1T/4)J - , i ] 
ulllt(rt, <Pt) - 2v'21Tkr

t 
[D(<Pt> <Pt) - D(<Pt> <Pt) 

XU' (1'1 =0), krl- 00, (ill.7a) 

where D(cp!> CPt) is a modified diffraction coefficient and 
is related to Keller's diffraction coefficient in (ITL 5) by 

(m.7b) 

_{l/G.(k I cos1>l I ), 11/2 <: <PI <: 31T/2, 
!(1)1)- G.(kicosCPtl), 0""1>1 <:1T/2, or 31T/2<:<Pt""21T. 

(m.7c) 

The function G.(a) is described in Appendix B. Several 
remarks about the formula in (m.7) are in order: 

(i) D is the exact diffraction coefficient .for the edge 
diffraction by a perfectly conducting half-plane in the 
presence of a parallel, infinite electric wall at distance 
a/2. It was derived from the rigorous solution of a 
canonical problem. 

(ii) In case that the infinite electric wall (Fig. 3a) is 
replaced by an infinite magnetic wall (Fig. 3b), (m.7) 
remains valid after replacing G.(a) by G.(a). The func
tion G.(a) is also described in Appendix B. 

(iii) The formula (ill. 7) is valid for both TM and TE 
cases. The difference in these two cases enters through 
D in (III. 5). 

(iv) Apparently, !(1)1) and hence D(cp!> <pD are not con
tinuous across <PI =342, since G.(O) =(1- exp(ika))1/2 
"* 1. However, in (m.2) this discontinuity is compensat
ed by the term with unit step function H(x), and as a 
result the total field ut is continuous across <PI = 31T/2. 

(v) In Refs. 6 and 7, u1 in (III. 4) and Utllt in (ill. 7) are 
combined in a single term. For the present application 
it is more convenient to separate out u1, which is the 
component that becomes infinite on shadow boundaries 
and should be replaced by ul in (III. 6). 

Concerning the result in (III. 7), we are particularly 
interested in the field exactly on the reflected shadow 
boundary. Letting <PI - (31T - <PI> in (III. 7), we obtain in 
the limit 

utnt(rtt <PI =31T- <pD 

- exp[i(krl + 1T/4)) (2 . A.f kG!(k I cos<p~ I») I( _ 0) 
2v"21Tkrt TSIn'l'1 G.(klcos<f;{l) u r t - , 

(m.8) 

where G~(Q') means the derivative of G.(O') with respect 
to 0'. G~(O') is also discussed in Appendix B. 

In summary, for the problem sketched in Fig. 3a 
with an incident field in (Ill. 1), the total far field solu
tion (krt - 00) is given by (ill.2), (III.6), and (Ill. 7) when 
31T/2 <: <pi "" 21T, 1T'" <PI ." 211'. For the special case <PI 
= 31T - <pi and <p~ - 31T/2, we obtain the total far field on 
shadow boundary of the reflected field from (Ill. 2), 
(III. 6), and (ill. 8), namely, 

electric wall: uteri> CPl = 31T/2) 
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-exp(-ik(rt +a») + exp(ik(r1 - a)]G(O) 

x[!. _ exp(i1T/4) (1 + 2T kG~(O)~ 
2 2v'21Tkr1 G .(0)/.1' 

krl - 00, (ill. 9) 

where G(a) = G.(a)G.(- 0') is defined in Appendix Band 
we have written the factor [1 - exp(ika)J as G(O). In the 
above derivation the case <pf =311'/2 is obtained as a 
limit CPt'" 31T/2 + 6, 6 - 0 +. It can be shown that the 
identical result is obtained when the limit is approached 
from the other side CPt"" 31T/2 - 6, 6 - 0 +. 

Following exactly the same procedure we can solve 
the problem sketched in Fig. 3b. For the special case 
<Pt "" 311' - <pt and <pt - 31T/2, the total far field is found to 
be 
magnetic wall: u t(rl' <PI = 31T/2) 

- exp[ - ik(rl + a)] + exp[ik(r1 - a)JC(O) 

x[! _ exp (i 17/4) (1 +27 kG~(O»)~ 
2 2...f21Tkrl G.(O) J' 

krl -00. (Ill. 10) 

Note that (IlL 10) is identical to (ill. 9) except for the re
placement of [G(O), G.(O), G~(O)] by [G(O), G.(O), G~(O)J. as 
discussed in (ii) following (III. 7). 

Now let us return to the original problem sketched 
in Fig. 1, with incident field given in (II. 1). The 
scattered far field in the forward direction CPo = 31T/2 is 
simply (r/2) times the difference of (m. 9) and (III. 10) 
after replacing (ri> <PI) by (1'0' <Po). This is evident from 
the sketch in Fig. 3, Including the incident field (II. 1), 
we have the total far field in the forward direction: 

t( ,(.. 31T) 1 (.k) exp(i(kro +1T/4)J 
U 1'0, '1'0""-2 -2"exp Z 1'0 + ~ 

2v21Tkro 

[
7"+ [1 - exp(- ika)]kGG!(o(o» + [1 + exp(- ika)]k~HO)] 

+ G.(O) , 

kro - "". (III. 11) 

The total far field in the backward direction <PI = 31T/2 is 
simply i times of the sum of (IlL 10) and (III. 11), and 
the result is 

u
t 
(ri> <PI = ~1T) - exp[ - ik(rl + a)] + 1Texp[ik(rt - a» 

exp[ik(rl- a) + i(1T/4)] 
- 2...f21Tkrl 

[ 
kG'ro) x 1 + 7{1- exp(ika»)-+-
G+(O) 

+7{1+eXP(ika)]k9:(O)], kr1 - ro• (III. 12) 
G.(O) 

The results in (III. 11) and (IlL 12) are in complete 
agreement with the rigorous far field solutions given by 
(A5) and (A2) in Appendix A. We emphasize that (III. 11) 
and (III. 12) are valid for arbitrary values of ka. When 
ka is large, we may use the asymptotic formulas for 
G.(a), G.( 0'), etc., in (IlL 11) and (III. 12). Retaining the 
leading terms up to O(k-1a- I ), we recover (II. 68) and 
(II. 70) exactly. 
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Compared with the derivation given in Sec. II, we 
arrive at the solution in (III. 11) and (III. 12) in fewer 
steps. The key to this simplification is that the interac
tion field u1nt is calculated from (III. 7), instead of from 
(III. 3). Looking from a different viewpoint, it is rather 
satisfactory that the use of the uniform asymptotic the
ory in Sec. II also recovered the exact asymptotic solu
tion. This was done without introducing a new canonical 
problem, with the interaction between two edges being 
"built up" from the local consideration of a single edge. 
In more general edge diffraction problems, formula 
(III. 7) may not be applicable, while the uniform asymp
totic theory can always be employed. One such example 
is given in Sec. IV. 

C. Numerical results and discussion 

For the problem sketched in Fig. 1 with incident 
field given in (II. 1), the solutions for the total far field 
(kro - 00, krl - 00) in the forward and backward directions 
are given in (III. 11) and (III. 12), respectively. When ka 
is large, the solutions reduce to those in (IL 68) and 
(II. 70). Some remarks concerning the numerical 
evaluations of those results are in order. 

First let us concentrate on (II. 68), and normalize it 
with respect to the incident field: 

u
t I - 1.+ 7" exp(ill/4) _l-.(~) 1/2[1_ sf.ka)] 

u' II>O=3r /2 - 2 2.J2rrkro 2rr rO \ 1T ' 

(III. 13) 

where SeX) is a short notation for the infinite series 

Sex) = 6 = - =-:-:; exp(i2n1Tx). ~ ( 1 1) 
n=1 v2n v2n + 1 

(III. 14) 

The latter series is slowly convergent. It is advantage
ous to transform it into an integral: 

Sex) = - 6 exp(i2n1TX) exp(- 2nt)t-1/ Z dt 1 ~ (1 00 

J1i n=l 0 

-1 ~ exp[- (2n+l)t]r1l2 dt) 

_ ~ i ~ exp(i21TX - 2[2)[1 - exp(- t2
)] dt 

- f7i 0 1 - exp(i21TX - 2t2) , 
(III. 15) 

which is rapidly convergent and can be easily evaluated 
by numerical integration. The series Sex) is periodic 
with period 1, and in fact a Fourier series. For later 
use we examine the behavior of Sex) in the vicinity of 
x = O. Referring to Section 1. 11 in Ref. 15, Sex) can be 
expressed in terms of Lerch's transcendent 4>(z, s, v), 
viz. , 

SeX) = 2-1 / 2 exp(i21TX){ 4>[ exp(i21Tx), ~, 1] 

- <1>[ exp (i21TX), ~, i)}. (III. 16) 

By means of formula 1.11(8) in Ref. 15, we obtain the 
Taylor expansion of Sex), and its leading terms are 

Sex) = S(O) - ~ exp(- i1T/4)x1 / 2 + O(x), (III. 17) 

valid around x = 0, where x1/Z = i 1 X 11/2 when x < O. The 
initial constant term in (III. 17) is equal to 

S(O) = (ll/2)[~(~) - ~(t %)] = 0.3951013566· .. , 

(III. 18) 
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where ~(s) and ~(s,v) are, respectively, ordinary, and 
generalized zeta functions, and the numerical values 
were taken from a table in Ref. 16. Since Sex) is 
periodiC with period 1, the expansion in (III. 17) is also 
valid after replacing x by (x - tn), where tn is an 
arbitrary integer, When this result is used in (III. 13), 
we have the normalized total field in the vicinity of 
(ka/1T) = m, m = 1,2,3,' .. (io e" the width a between the 
plates being a multiple of half wavelength): 

u
t I 1 1 [ -:-:1 '" 2" + ~ exp(i1T/4)7"- O. 605v2m 

u '" O=3r /2 2 2rrkr 0 

- exp(- i1T/4)- - -1 + 0 - -1 . tn1T(ka )1/2 (ka ~J 
.f2 m1T m1T 

(III. 19) 

From (III. 13), (III. 15), and (III. 19), it follows that 
ut/ul is a smooth function of ka, except at ka = m1T. At 
the latter locations, the amplitude and phase plots of 
ut/u l vs ka exhibit vertical tangents. 

0.55 ----- --- r-- ---I 
I ! 

: I 
I 

0.45 ----J 

I 

0.35 -_~ L_ -- ___ L_ - -~-------

0.25 
o 0.5 1.0 1.5 a/A 2.0 2.5 

I 
---r --1-

! l 
I 

O°L-______ L-______ L-______ L-______ L-____ ~ 

o 0.5 1.0 1.5 a/A 2.0 2.5 

FIG. 4. Normalized total field on the incident shadow bound
ary of two nonstaggered parallel plates (Fig. I} for TM case. 
The solid curves are calculated from (III.20}. and the dashed 
curves from (III. 13). 

S.W. Lee and J. Boersma 1756 



                                                                                                                                    

0.55 

0.45 

0.35 

0.25 

Some caution should be taken when ka = m1T, m 
= 1,2,3," '. When m is even, the integral (ill. 21) is 
divergent; when m is odd, the integral in (IIL 22) is 
divergent. However, these divergent integrals are com
pensated by the factors [1 'f exp(- ika)J in (m. 20) such 
that their combined values become zero in the respec
tive cases. It can be shown 'that the amplitude and phase 
plots of ut/u l vs ka, based on (ill.20), exhibit the same 
behavior at "resonance values" ka = m1T as the previous 
curves based on (UlI3). 

In Figs. 4 and 5, numerical results for the total far 
field in the forward direction are presented as a func
tion of the plate separation-to-wavelength ratio a/>.., 
with the observation point at a fixed distance from the 
lower edge r 0 = 2>.. .. The solid curves are calculated from 
(ill. 20)-(ill. 22), while the dashed curves stem from 

o 0.5 1.0 1.5 ,}\ 2.0 2.5 (ill. 13) and (ill. 15). Note that these two sets of curves 
are in good agreement even for a is about half 
wavelength. 

o -15 L-______ L-____ ~ ______ ~ ______ _L ____ ___ 

o 0.5 1.0 2.5 

FIG. 5. Normalized total field on the incident shadow bound
ary of two nonstaggered parallel plates (Fig. 1) for TE case. 
The solid curves are calculated from (ill. 20), and the dashed 
curves from (ill. 13). 

Next consider (IU.l1), which after normalization 
becomes 

u
t I =! + exp(ill/4) ( . kG~(O) 

UI •
o
.3r/2 2 2V21Tkro T+[l-exp(-tka)J G+(O) 

+ [1 + exp(- ika)] k~HO») • (ill. 20) 
G+(O) 

The evaluation of the last two terms in (IIL 20) is most 
easily done by numerical integration of the following 
representations, cf. Appendix B, 

km(O) = exp(- i1T/4) kal. oo exp(ika - kat2) 
G+(O) 1T/2 ."" 1- exp(ika - kat2) 

dt 
x (1 +!it2)tt2 , (ill. 21) 

kG!(O) =_ exp(-i1T/4) ka roo exp(ika-kat2) 
G+(O) 1T/2 J.oo 1 +exp(ika-kat2) 

dt 
x (1 + iit2)112 • (ill. 22) 
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IV. STAGGERED PARALLel PLATES 

A. Statement of problem and approach 

In this part o.f the paper, we consider the diffraction 
by two perfectly conducting, parallel plates staggered 
a length l. We assume 1 to be positive, finite, and not 
close to zero. The separation of the plates is a/2, 
which is written as b hereafter (Fig. 6). The incident 
field is that from an isotropic line source: 

ul (r2' <P2) = (i/4)HJI) (kr2) 

= exp[~1T/4)J [1 + (1/8ikr2) + O(k·2»). (IV. 1) 
2 21Tkr2 

The polar coordinates {ro, <Po}, {rt. <Pt}, and {r2, <P2} have 
origins at the lower edge, the upper edge, and the 
source point, respectively. We are interested in the 
case when the line source, the two edges, and the 
observation point are exactly on a straight line (Fig. 6), 
i. e. , 

line source: ro = c + d, <Po = 0, 

observation point: ro =ro, <Po = 1T + O. 

(IV.2a) 

(IV.2b) 

Except for the special situations 1 = 0 or 1 = 00, rigorous 
analytical solution to this problem is not known. In 
Ref. 6, two coupled Wiener-Hopf equations were form
ulated and an approximate method for solving them 
valid for large kl was presented. However, for the case 
d~scribed in (IV. 2) (the most difficult one), no explicit 
result was obtained. Recently JonesB studied the same 
problem with a plane wave incidence (instead of in
cidence from a line source). He first considered the 

y 
FIG. 6. Two 
staggered 
parallel 
plates illumi
nated by an 
incident cyl
indrical wave 
from a line 

x source at 
r2 =0. 
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scattering of the incident plane wave at the upper plate 
and obtained an exact result for the scattered field in 
terms of Fresnel integrals. Then the diffraction of 
this scattered field at the second (lower) plate is treat
ed by the conventional Wiener-Hopf technique. The 
final result thus obtained may be considered as the field 
scattered by two parallel plates when the interaction 
between the plates is ignored. Jones' analysis includes 
the special case when the incident plane wave propagates 
in a line through the edges of the two plates. It is this 
special case that is comparable to our result to be 
derived next. Excluding interaction terms, Jones' re
sult and our result are found in agreement. 

To attack the problem sketched in Fig. 6 with in
cident field in (IV. 1), we will use a combination of the 
uniform asymptotic theory (cf. Sec. II) and the method 
of modified diffraction coefficient (cf. Sec. ill). Again 
our solution is asymptotic for large k, and contains 
terms up to and including the order of k-3/2 • The steps 
of solution are described below. The incident field u i 

in (IV. 1) reaches the upper plate x < -l, Y = b, and 
diffraction there produces a scattered field ul(rh <PI)' 
The field u1 on the diffracted ray traveling in the direc
tion <PI =1T/2 is bounced back and forth between the low
er plate and the upper edge. This multiple interaction 
is accounted for by a single scattered field u1nt(rh <PI) 
emanating from the upper edge. The calculation of u1 
and u int follows a procedure similar to that used in 
Sec. IlL For the diffraction at the lower edge x = 0, 
Y = 0, the incident field is taken to be 

(IV. 3) 

In the neighborhood of the lower edge, iii is further 
divided into two components: cylindrical wave compo
nent U~y and noncylindrical component it!o. Their re
spective diffractions give rise to u~y and u!o, which are 
calculated by the uniform asymptotic theory described 
in Sec. II. The further successive diffraction of u!o by 
the upper edge results in u~p. Successive diffraction of 
u~ by the upper edge gives rise to a field of order k-2• 

and hence this contribution is ignored. The total field 
solution in the direction <Po =1T + n, correct to the order 
k-3/2

, is then given by the sum of u~y, u!o, and u~p, 

B. Far field solution in forward direction 

The scattering of u i in (IV. 1) at the upper plate gives 
rise to a scattered field u1 (rt> CP1)' To derive an asymp
totic expression of u1 valid in the region 1T/2"" CP1 "" 1T, 
we may use the uniform asymptotic theory summarized 
in Sec. II B. The result is 

U (1' A.)= -exP[i(krl+kC+1T/4)](1+_1_)F(_kI/2t*) 
1 1> '1'1 2...j21Tkr2 8ikr2 .,,1 

exp[i(kr1 +1T/4)] exp(i(kc +1T/4)] 
+ 

2...j21Tkrl 2V21Tkc 

xI72rlc)1/2(~n_1_ sec <PI- (211"- n) 
~ r2 2 

CPI + (21T - n)] O(k-2) - Tsec 2 + , (IV. 4) 

where F is the Fresnel integral defined in (II. 7) and 
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~t = (r1 + c - rz)l!2 sgn (cos PI - ~1T - n») 
=1. 4rlc )I/ZcosPI-(21T-m 
\rl +c +rz 2' (IV. 5) 

For 1T/2"" CPI "" 1T and rl"* 0, ul (rj, <PI) given in (IV. 4) is 
finite and continuous everywhere. 

The field u1 on the diffracted ray traveling in the 
direction <PI =1T/2 is bounced back and forth between the 
upper edge and the lower plate, resulting in a scattered 
field U tnt• Since 1 is assumed to be positive and not 
close to zero, this interaction is locally the same as 
that discussed in Sec. ill. Thus, using (III. 7), one 
obtains 

u (r A.)= exp(i(krl+1T/4)] exp[i(kc+1T/4)] 
tnt 1> '1'1 2...j21Tkr

l 
2Y21Tkc 

In the region 1T/2 "" <PI "" 1T, U tnt can be written more 
explicitly 

u (r A.) = exp[i(krl + 1T/4») exp[i(kc +1T/4)] 
tnt h '1'1 2...f21Tkrl 2...j21Tkc 

X(1- G.(kcos(21T-nll) 
G.(k I COSCP11) 

( 
<Pl- (21T- nl ¢1 + (21T- n») 

X sec 2 + Tsec 2 

+ O(k-2). (IV. 7) 

Assuming that n or CP1 is not close to 1T/2, we may use 
the asymptotic expansion for G.(u) given in (Bll), Ap
pendix B (remembering a = 2b), and (IV. 7) passes into 

u (r A.) = exp[i(krl +1T/4)] exp(i(kc +1T/4)J 
tnt I> '1'1 2...j21Tkr

l 
2...J21Tkc 

X (exP(i1T/4) t exp(i2nkb») 
2 v'ifkii ... 1 n3/2 

( 
CPl-(21T-n) 

X(sec(21T-O)+secCP1] sec 2 

(IV. 8) 

valid for 1T/2 < CP1 01T, away from r 1 = O. It should be re
marked that the result in (IV. 8) can be also derived by 
using the uniform asymptotic theory described in Sec. 
n. Such a derivation, however, is quite involved, 
whereas the use of (ill. 7) enables us to write down 
(IV. 8) readily as we did above. 

Next consider the diffraction at the lower edge x = 0, 
y = O. The solutions of u 1 and u 1nt having been found, the 
incident field iii defined in (IV. 3) now can be written ex
plicitly as iii =ii~y+ii!o, which consists of a cylindrical 
wave component U~y and a noncylindrical wave com
ponent if!o. From (IV. 3), (IV.4), and (IV. 8) we find 
the cylindrical wave component to be 

-I ( A.)= exp[i(kr1+ 1T/ 4)] C( A.) O(k-2 ) 
U CY rh '1'1 ~ rl> '1'1 + , 

2v21Tkrl 

1T/2 < CPl $0 7T, 
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where 

P1 + (21T - 0) (eXP(i1T/4) t exp(i2nkb)) 
- Tsec 2 + 2Mb n_1 nS/2 

x[sec(211"- O)+sec1>d 

( 1>1 - (21T - 0) P1 + (21T - 0)\1 (IV 10) 
x \sec 2 + T sec 2 JJ.' 

The noncylindrical wave component in (IV. 9) is found 
to be 

-I ( "')= exp[i(kr1+ ke +7r/4)] (1 _1_)F(k1/2t*) 
Uno r 1, '1'1 ~ + S'k <,1 • 2v21Tkr2 z r2 

(IV. 11) 

The diffraction of U~y, it!., at the lower edge gives rise to 
total field components U~y, u;o, respectively. Their cal
culations are considered below. 

For an incident cylindrical wave it~y, we can apply 
formula (II. 6) directly. Retaining only the leading 
terms, we have 

t ( "')= exp[i(kro+kd+1T/4)] F(k1/2t*)C(r "') 
U CY r o, '1'0 2v'21Tkr1 <'0 1> '1'1 

exp[i(krO+1T/4)] exp[i(kd+1T/4)] 
+ 

2v'211"kr 0 2v'21Tkd 

x[(2;:d) 1 /2 (~t)"lC(r1> 1>1) _ (sec po ; 0 

+ Tsec pr 0) C(d, 1T - mJ + 0(k-2
), (IV. 12) 

valid for 1T "" 1>0"" 21T, away from the lower edge ro = 0. 
The function ~t was defined in (11.12). Of particular 
interest is the field in the forward direction 1>0 = 1T + O. 
In this direction, ~t = ° and sec (1)0 - 0)/2 becomes 
infinite. However, the resultant singularities do cancel 
and u~Y remains finite as shown below. Let us assume 
that 1>0 deviates from (1T + 0) by a small number Ii: 

1>0 = (1T+O)-li. (IV. 13) 

Then, it follows from simple geometry in Fig. 7 and the 
definitions in (II. 12) and (IV. 5) that 

y 

FIG. 7. Limiting case when the observation point falls on the 
line through the source point and two edges: ro is fixed and 
1>o-l'+Q (or equivalently 0-0). 
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--.!L [ 2 (4)] d(ro - d~ 1>1 = (1T - 0) + d Ii 1 +Aoli + 0 Ii , Ao = 6( d)' 
ro+ ro+ 

[ 2 4] ro(d+e) 
r2=(ro+d+e)1+A21i+0(1i), A2=-2( d )2' 

ro + +e 

* _ (rod ) 1 /2[ 2 (4 ] _ ! (rod _ !) ~o-Ii 2(ro+d) l+Asli+OIi), As-S (ro+d)2 3' 

*=Ii~( (ro+d)e )1/2[1+A li2 + 0(li4)], 
~1 ro+d 2(ro+d+e) 4 

A _! [ r 0 (~+ d + e ) _ r5 + 2rod + 4d
2
} 

4 - S Lro +d +c ro +d ro +d +c 3(ro +d)2 

(IV. 14) 

Substituting (IV. 13) and (IV. 14) into (IV. 10) and (IV. 12) 
and letting Ii - 0, we obtain 

u~y(ro, 1>0 = 1T + 0) 

_ exp[i(kro +kd +44)] exp[i(kc +1T/4)] 
- 2v'21Tk(rp +d) 2v'21Tkc 

X(_T_ + exp(i1T/4) sinO t eXP(i2nkb)) 
2 sinO 2fiikbCos20n=t nS/ 2 

exp[i(kro +1T/4)] exp[i(kd +1T/4)] exp[i(kc +1T/4)] 
+ 2v'21TkrO 2v'21Tkd 2v'21Tkc 

~ cro 1.2!L COSO) (k-2) ( ) x 2( d )2 + ~ + d ~ + 0 . IV. 15 ro + + c SIn.. ro + sIn •• 

We note also that the successive diffraction of U~y by the 
upper edge (including interaction) leads to terms of 
0(k-2) for the field in the direction 1>0 = 11" + O. Hence they 
are ignored. 

It remains to calculate u!o, the total field component 
due to the incidence of it!". Because of the rapid 
variation of the Fresnel function across H = 0, it!" can
not be regarded as a cylindrical wave, and the uniform 
asymptotic theory cannot be directly applied to calculate 
its diffraction at the lower edge. Following the method 
in Ref. 4, we expand the Fresnel integral in a Taylor 
series around ~f = 0, viz., 

itl (r 1> )-exP(ikr)(i',z(q)(r 1> )k(q-1l/2 no 1> 1 - 1 ~ 1, 1 

(IV. 16) 

where z(q) is determined from (11.11) and is given by 

q=0,1,2,···. (IV. 17) 

Each term in (IV. 16) is now considered as a cylindrical 
wave constituent. We apply the formula of uniform 
asymptotic theory in (11.6) to each constituent separate
ly and then sum up the resultant fields to obtain u!o, 
namely, 

u!,,(ro, 1>0) 

= exp[ik(ro + d)] [~ (F(k1 /2 ~t) + expi~1T/ 4) k-1 /2(~t)-1 
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+ ~ £; IF(k1/2t;*) + exp(ill/4) k-1/2(t;*t1 
Bt q.O \' 0 21T 0 

[(q-ll/2] ) J 
x L; rem + i)(iktm(t;tt2m r2' lz(ql(rh CPl)k(q-3l/2 

"",0 

_ exp(i(kro+kd+1T/4)] fk-l (Ol(d _ n) ( CPo- 0 
2v'21Tr

o 
L' z ,1T.. \sec 2 

~) 'k-3/2 1 _oZ_(_l....:l(d_,z....;1T;",-_O..!..) + Tsec -t - -
2 4d oCPl 

X (sin(cpo - 0) sec3 CPO; 0 _ Tsin(cpo +0) sec3 po;o)J 

+ O(k-2
), (IV. 1Ba) 

where t;t was defined in (IL 12), (q± 1)/2] is the largest 
integer"" (q± 1)/2, and 

z(Ol(d 1T _ 0) = exp(i(kc +1T/4)] (IV.1Bb) 
, 4.J21T(C + d) , 

OZ(1)(d,1T-O)_ exp(ikc) rca 
(IV, 1Bc) 

oCPl - 41T c+d' 

In deriving (IV. 1Ba), we have made use of the fact that, 
due to the factor (t;t)q, the incident field amplitude 
z(ql(rh CPl) and its first (q-1) derivatives vanish at the 
lower edge rl =d, CPl =1T- O. The result in (IV.1B) can 
be simplified considerably. The steps follow exactly 
those in Ref. 4, Sec. 6, except that terms of O(k-3/2 ) 
in (IV.1Ba) were not present in Ref. 4. Mter simplifi
cation, (IV. 1Ba) becomes 

t ( m) _ exp(i(kro +kc +kd +1T/4)] i( ( 1/2 * (1/2 
Uno r O, '1"0 - 2v'21Tkr2 ~ F k t;o )F k t;t) 

+iF(k1/2 t;t(1 +1]2)112)_ iexp(- ikt;,T2)F(k1/2 t;n 

G( k1/2t*)] (1 _1_) exp(i1T/4) (t*rl 
+ 1], '>0 + Bikr2 + 4fiii '>0 

X 1 i (t;*t2 1] } 
(1 + 1]2)112 - 41Tk 0 1 + 1]2 

exp(i(kro + 1T/4)] exp(i(kc +kd + 1T/4)] 
2v'21TkrO 2.J21Tk(c +d) 

1 ( CPo - 0 m. + 0) exp(i(kro + 1T/4)] 
X-

2 
sec-

2
-- +Tsec~2 + ~ 

2v21Tkro 

i exp(ik(c +d)J(E)1/2 f., (m _ n) 3~ 
X 161Tk(c +d) d \sm '1"0 •• sec 2 

_ Tsin(cpo + 0) sec3 po; 0) 

+ O(k-2), (IV. 19) 

valid for 1T "" CPo "" 21T, away from the edge ro = O. In 
(IV. 19), the following notations were used: 

t;t 
1] = t;t ' (IV. 20) 

G( t) exp(- i1]
2
t
2
) 1~ exp(i0'2t

2
) d (IV. 21) 

1], = 21T 1 +0'2 0'. 
o 

On the shadow boundary CPo = 1T + 0, t;t = t;r = 0, and 
sec (CPo - 0)/2 becomes infinity. As before, the resultant 
singularities do cancel, and a finite u!o is obtained, 
namely, 
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u!o(ro, CPo = 1T + 0) 

= exp(i(kro+kd+kc+1T/4)] [1 +1.. tan-l/. roc )1 /2J 
2v'21Tkh +d +C) 4 21T \(ro +d +c)d 

X(l+J:.- 1 )+exp(i(kro+1T/4)] exp(i(kc+kd+1T/4)] 
Btk ro +d +c 2.J21Tkro 2.J21Tk(c + d) 

x _T_ + exp(i(kro +1T/4)] exp(i(kc +kd +1T/2)] (E.)1/2 
2 sinO 2v'21TkrO B1Tk(c +d) d 

(
cosO ) -2 

X - T ----:---v=; + A5 + O(k ), 
sln •• i 

(IV, 22) 

where 

A = 4 (3A _ A + iA + 2roc (A, - Aa») _ 1 
5 a 4 2 (ro+d)(c+d) 6 

1 (c +d)(r~ - cd - d2) 
= - '2 - 2(ro +d)(ro +c +d)2 • (IV. 23) 

The previous expansions (IV. 14) were intermediate in 
deriving these results. It remains to determine the 
diffraction of u!o by the upper edge. The field on the 
diffracted ray of u!o traveling in the direction CPo = 0 is 

exp(i(kro+1T/4)] exp(i(kc+kd+1T/4)] (1) 
N21Tkro 2v'21Tk(c +d) 2 

X (-1- TsecSl) + O(k-3/2 ), (IV. 24) 

which was calculated from (Ill. 4) with u'(rl = 0) re
placed by u!.,(d, 1T - 0) as given by (IV.11). After diffrac
tion at the upper edge, it gives rise to a field in the 
direction CPl = 1T - 0: 

exp(i(krl +1T/4)] exp(i(kd +1T/4)] exp(i(kc +kd +1T/4)] 
2v'21Tkr 1 2 .J21Tkd 2.J21Tk (c + d) 

x (i)(-1- TsecO)( -1- Tsec(1T - 0)] + O(k-2
), (IV. 25) 

which was calculated from (III. 4) with u' equal to the 
quantity in (IV. 24). Diffraction of the field in (IV. 25) at 
lower edge simply reduces the dominant term by a 
half. Thus, the successive diffractions of u!o at the 
upper and lower edges result in a contribution to the 
total field in the direction CPo = 1T + 0: 

u~p(ro, CPo = 1T + 0) 

_ exp(i(kro +kd + 1T/4)] exp(i(kd +1T/4)] 
- 2.J21Tk(ro + d) 2v'21Tkd 

x exp(i(kc +kd +1T/4)] C tan
2
0) + O(k-2). 

2.J21Tk(c +d) \" 4 
(IV. 26) 

Further interaction of u~p with the upper edge is of no 
interest because it produces fields of O(k-5/2 ) in the 
direction ¢o = 1T + 0, 

Summing up (IV. 15), (IV. 22), and (IV. 26), we obtain 
the desired total field in the direction ¢o = 1T + 0 due to 
an incidence given in (IV. 1), viz., 

utero, CPo = 1T + n) =k-1/2 P +k-1Q +k-3/2 R + O(k-2
), 

(IV. 27a) 

where 

P = exp(i(kro + kd +kc + 1T/4)] [1 + ...!. tan-1 f. roc ) 1121 , 
2v'21T(ro +d +c) 4 21T \(ro +d +c)d J 

(IV. 27b) 
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FIG. 8. Normalized total field on the incident shadow boundary 
of two staggered parallel plates (Fig. 6) for TM case. ut is 
calculated from Eq. (IV. 27) with one, two, and three terms 
(indicated by 1, 2, and3. respectively, ne~ to the curves); 
ul=exp[ikrz+i1r/41!2.J27rkrz where rz=c+d+ro. 

Q= exp[i(kro+kd+kc+1T/2)] ( 1 + 1 )_T_ 
81T \.Jro(c +d) .J(ro +d)c 2 sin~ 

(IV. 27c) 

R_exP[i(kro+kd+kC+31T/4)]{ f2 . sin~ 
- 8(21T)3/ 2 .J(ro +d)bc coS2~ 

t exp(i2nkb) 1T [1 1 
X n-1 n3/2 - (ro +d +c)3/2 '4 + 21T 

xtan-
1tro :0; +c)d) 1/] + .J:odC (- 2(; +d) 

cd 1 d(ro-c) 
+ +--+-

2(ro +d)(ro +d +c) sin2~ (ro +d)(c +d) 

exp(i2kd) tan2~} 
- .J(ro +d)(d +c)d -4- , 

TCOS~) 
sin2n 

(IV. 27d) 

which is valid for n not close to 1T/2 (or l '" D). Some 
numerical results calculated from (IV. 27) are present
ed in Figs. 8 and 9 pertaining to a configuration with 
n=1T/4, c =d=2A. 

From the result in (IV. 27) we can also obtain the 
total field ut(ro, CPo =1T +~) when the incident field is a 
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plane wave coming from the direction CPo = n. To this 
end, let us multiply (IV. 1) by the factor 

2.J2rrkc exp[- ik(c +d) - i(1T/4)]. (IV. 28) 

In the limit c - 00, the incident field in (IV. 1) then be
comes a plane wave given ~y 

(IV. 29) 

Multiplying the final result (IV. 27) by the same factor 
(IV. 28) and letting c - 00, we obtain the total field on the 
incident shadow boundary when the incident field is 
given by (IV.29), namely, 

ut(ro, 1>0 =1T + n) = P +k-1 12Q +k-tn + O(k-3 / 2), (IV.3Da) 

where 

p=exp(ikro>[~ + ;1T tan-1(t) 1/2] , (IV.30b) 

Q = exp[i(kro +rr/4)] (.-!... + _1_) _1'_ 
2v'2iT ~ .Jro +d 2 sinn' 

(IV.30c) 

R= iexp(ikro) (_ ro +_1 __ _ d_ 1'COSn)+R 
81T,;r;;J 2(ro +d) sin2n ro +d sin2n lilt> 

(IV.30d) 
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FIG. 9. Normalized total field on the incident shadow boundary 
of two staggered paranel plates (Fig. 6) for TE case. ut is 
calculated from Eq. (IV. 27) with one, two, and three terms 
(indicated by 1, 2, and 3, respectively, next to the curves); 
ui~exp[ikrz+i7r/4l!2.J21rkr2' where r2=c+d+ro' 
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R
int 

= i eXp(ikro)r(~)1/2 sinO t exp(i2nkb) _ ex (i2kd) 
8rrho + d L\b cos20 1>#1 n3/2 p 

tan
2
0J x--

4,[d 0 

(IVo 30e) 

The final result in (IV. 30) may be compared with the 
rigorous solution derived by Jones in Ref. 80 Jones' 
solution is a uniform asymptotic expansion for the total 
field ut(ro, CPo) in the forward region rr <S CPo <S 27T; this 
expansion contains terms up to 0(k-1) [term of 0(k-312 ) 

is not included]o In Ref. 17, Jones' solution is special
ized to the case CPo = 7T + 0 (a step that involves some 
tedious limit computations). It is found that the result 
agrees precisely with (IVo 30), except that Rint in 
(IV. 30e) does not appear in Jones' solution, The term 
Rint describes the interactions between the parallel 
plates: (i) the first term in (IV, 30e) accounts for the 
multiple reflections and diffractions along the shadow 
boundary x = -1, 0 <S Y <S b (Fig, 6), and (ii) the second 
term results from the interaction between the edges 
along their connecting line. Jones did not consider these 
two types of interactions which explains the absence of 
R int in his solution, 

It is also interesting to observe that the interaction 
contribution described by Rlnt is of order 0(k-1) pro
vided that O*7T/2 and 0 is not close to 7T/2. When 
0= rr/2 precisely, the interaction contribution is of 
order O(kO), as can be seen by comparison of the re
sults in Sec. II and that of Jones. Thus, as 0-7T/2, 
the interaction contribution increases from 0(k-1) to 
O(kO). It would be desirable to derive a result which is 
uniform in Q; however, such a derivation seems beyond 
our means for the moment 

APPENDIX A: EXACT SOLUTION OF DIFFRACTION 
BY TWO NONSTAGGERED PARALLEL PLATES 

For diffraction of an incident plane wave by two non
staggered parallel plates, the problem has been solved 
exactly by the Wiener-Hopf technique (see ReL 12, Sec 
3.2, or Ret 13, Sec. 3-12)0 The solution is given in 
terms of an inverse Fourier transform, and it is exact 
We have evaluated the inverse Fourier transform and 
obtained the far field solution. When the incident field 
is given by (II. 1) (normal incidence), the total field 
u t in the upper half-space (y ~ a), far away from the 
edges, is found to be (Figo 1) 

t t ' exp[i(kr1 +7T/4)] 
u (r1' cPj) -uu(rl1 C(1) + exp(- zka) ~ D(CP1 3rr/2) 

2v2rrkr1 ' 

x( G+(k cosC(1)G+(k COS37T/2); G+(k cosC(1)G+(k cos3rr/2) 

(Ala) 

where u~ is the (exact) total field due to the upper plate 
when the lower plate is removed, and is given by 

u~ = exp[ik(r1 - a)] {F[ .J2krt cosi(cpt - 37T/2)] 

+ rF[.J2krl COSi(CPl + 37T/2)]. (Alb) 

Here the Fresnel integral F is defined in (II.7), Keller's 
diffraction coefficient D in (III. 5), and G+(a) and G+(a) 
in Appendix B. The solution in (Al) is valid uniformly 
for all cPt, between 7T and 27T, and for an arbitrary ka. 
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In deriving (Al) from the said inverse Fourier trans
form, we have used the following procedure: First, the 
integrand of the inverse Fourier transform is decom
posed into a term which exhibits a pole Singularity and 
a second term which has no such a pole singularity but 
contains a branch Singularity. Evaluation of the first 
constituent yields the field u~ in (Alb). Saddle point 
integration of the second constituent yields the remaind
er of (Ala). 

We are interested particularly in the total field exact
lyon the reflected shadow boundary CPt = 37T/2. Setting 
cPj = (37T/2) - 5, where 5 - 0 and making use of the 
relations 

D(CP1137T/2) = (2r/5)[l + 0(5)], 

G.(k coscPj) = G+(O) - 5kG~(0) + 0(52), 

G+(O) = [G(O) ]1/2, 

we obtain 

ut(rj, cPj = 37T/2) 

-exp[- ik(rt +a)]drexp[ik(rj- a)] 

_ exp[ik(r1- a) +'i(rr/4)] (1 + T(1- exp(ika)]kG~(O) 
2v'27Tkrj \' G+(O) 

, kG~(O») + r[l +exp(zka)]-_-- , 
G+(O) 

For large ka, formulas (B20) and (B21), Appendix B, 
may be used in (A2); then u t becomes 

u t (rl1 cPj = 3
2
7T)-exp[- ik(rj +a)] +exp[ik(rt - a)] 

x[~ +;7T (:YI2 ~ G2~-1 - ~) 
X ( '2 k) eXP(i7T/4)] expzna- =, 

2v2rrkrj 
krj - 00 and ka - 00. (A3) 

Corresponding to (Al), the solution of u t in the lower 
half-space (y <S 0), far away from the edges, is found to 
be (Fig. 1) 

t t . exp[i(kro +7T/4)] 
u (ro, CPo) -u,(ro, CPo) - exp(- zka)2.J27Tkr

o 
D(cpO,7T/2) 

x~G+(k coscpo)G+(k cos7T/2) ~ C+(k cospo)G+(k cos7T/2) 

+eXP(ika») , kro- oo , 7T~CPo~27T, (A4a) 

where u; is the (exact) total field due to the lower plate 
when the upper plate is removed, and is given by 

u; = exp(ikro){F( .J2kro cosi(cPo - 7T/2)] 

+ rF( .J2kro cosi(cpo + rr/2) ]}. (A4b) 

Exactly on the incident shadow boundary cPo = 37T/2, we 
obtain the total field u t from (A4), namely, 

J 37T) 1 ('k) exp[i(kro +7T/4)J 
u\ro,cpo="2 -2 exPZ ro + 2V27Tkro 

x (T+ [1 - exp(- ika)] kg:(~1 + [1 + exp(- ika)] 

x k~:(O) ) kro - 00. (A5) 
G+(O) , 
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For large ka, the use of (B20) and (B21) in (A5) leads to 

ut(r ¢ = 311) _ exp(ikr) [! _1- (..!!.) 1/2 + 1... (a) 1/2 
0, 0 2 0 2 27T ro 21T ro 

x 6 r.L - r.=-:-:t exp(i2nka) ~ ( 1 1) 
n=1 v2n v2n + 1 

exp(i11! 4)J 
+ T 2v'211kr

o 
' kro - "" and ka - "". (A6) 

APPENDIX B: FUNCTIONS G.(a) AND G. (a) 

We are interested here in the factorization of two 
functions 

G(a) = 1- exp[- a(a2 _ k 2)1/2], 

G( a) = 1 + exp[ - a( Q2 - k 2)1 /2J, 

in the manner 

G(Q) = G.(a)G.(- a), 

G(Q) = G.(a){U- a), 

(Bl) 

(B2) 

(BS) 

(B4) 

where G.(a) and G.(Q) are regular in the upper half 
complex a-plane (ImQ > 0) and have algebraic behavior 
at infinity. These two factorizations have been studied 
extensively in the literature. Here we simply list 
several useful final results. 

(i) Infinite product forms6, 7, 12, 13 

G.(Q) = [2(1 + Q!k) sin(ka!2)J1 / 2 exp(-i7T!4) 

x exp[ (i Qa! 211) (1 - C + In (411 !ka) + -bi) ] 

x exp{(iayj27T) In[( a - y)!k J} Ii (1 + a!iy,,) 
,,=1 

xexp(iaa!2n11) , (B5) 

G.(a) = [2 cos (ka!2)]l /2 exp[(i aa!27T)(1- C + In (11!ka) -t hi)] 

x exp {(iay!211) In[ (Q - y)!k J} Ii (1 + a/iY"_1 d 
n=1 

xexp(iaa!(2n-l)11], (B6) 

where C = 0.57721· .. is Euler's constant, y = (Q2 _ k2)1 /2 

=-i(k2- ( 2)1/2, and y",=(2m11!a)2_k2]112 

=' - i(k2 - (2m11/ a)2JI / 2 with m = n or n - !. 
(ii) Relation to Weinstein's functions l 8, 19: 

G.(a) = exp[U( a/k, ka)J, 

G.(Q) = exp[U(a!k, ka)J. 

Here U(s, ka) denotes the exact Weinstein function 

1 J~ U(s,ka) = 21Ti _~ In(l-exp(ika-kat2)J 

x (1+it2)(l+~t2t1/2 dt 
t(l + ~t2)l72 - 2-1 /2 s exp(i11/4) , 

and U(s, ka) is again given by (B9) after replacing 
In[l- exp(ika - kat2)] by In[1 + exp(ika - kat2)]. In Ref. 
IB, an approximation for U(s,ka) was introduced, 

1 f.~ Ua-gp(s,ka) = -2' In(l- exp(ika- kat2)J 7Tt _~ 

(B7) 

(BB) 

(B9) 

x 1 dt 
t - 2-112 s exp(i11!4) , 

(BI0) 

and various properties of U a-gp(s, ka) were discussed. It 
has been shown19 that the error of this approximation is 
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O(k-Ia-I ), uniformly in s. 

(iii) Asymptotic expansion for large ka when a!k is 
not close to zero18.19: 

(B12) 

which can be derived starting from either (B9) or (BI0). 

(iv) Logarithmic derivative at Q '" 0: 

kGHO) = ! ika LeI (411) .!!] 
G.(O) 2 + 27T l + n\ka +Z 2 

+ i:: ~(~ - v'n2 _ ~kaI27T)2) , (BI3) 

k9!(O) = ika l C +lnl..1T) +iE] 
G.(O) 27T [ \1a 2 

+ i;: E Cn~ i) - [(n- i)2- ~ka/21T)2J1!2)' 
(B14) 

where [m2 _ (ka!27T)2]1I2 = - i[(ka!27T)2 - m2]1 /2 with m =n 
or n - i. The derivations of (B13) and (B14) follow from 
(B5) and (B6), respectively. An alternative representa
tion of the derivatives reads 

kG!(O) = l.ka t H(1)(nka) 
G.(O) 2 n=1 0 , 

(B15) 

k~~(O) = ~ka i; (_ 1)"HJll(nka). 
G.(O} n=1 

(B16) 

To establish (BI5), let us start with the logarithmic 
differentiation of (B7), viz., 

kG~(O) = ~ U(s ka) I 
G.(O) oS ' .0=0 

= 2-
1 

/2 ex~(i7T!4) f. 00 In[1 _ exp(ika _ kat2)] 
2m _~ 

x (l+it2)(1+~t2t1/2 ! 
[t(1+iif)1I2-2-1I2sexp(ill/4)]2' dt 3=0' 

Integrating by parts, we find 

kG!(O) = /2-
112 

exp(i7T!4) 1 [1- ('k _ k t2)] 
G+(O) \ 27Ti n exp 1 a a 

(- 1) I ~ 
x t(l + ~t2)1!2 _ 2-1I2 s exp(i7T/4) t=-~ 

2-1
/
2 exp(i11!4) 1 ~ exp(ika - kat2) 

+ 211i _'" 1- exp(ika - kat2) 

x 2kat dt\ 
t(l + ~it2)tl2 - 2-1 / 2 s exp(i7T/4) ) s=o 

_ exp(- i44)ka [~ exp(ika - kat2
) 

- v'27T _~ 1- exp(ika - kat2) 

dt 
x (1 + !it2)1 /2 • (B17) 

The integrand can be expanded in a geometric series 
yielding 
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kG~(O) exp(- iJr/4)ka ~ . 1. ~ exp(- nkat2) 
G+(O) -.f2rr ~1 exp(znka) _00 (1 +~t2)1/2 dt. 

(BIB) 

By applying the substitution t2 = 2s, the integral in (BIB) 
becomes 

r~ exp(- nkat2) 
J_~ (1 + iit2)1 /2 dt 

. / rn I~ exp(- 2nkas) 
= exp(- zrr 4)v 2 0 (S2 _ is)1/2 ds 

=....!!.- exp(irr/4) exp(- i nka)H~1l(nka), 
.f2 

(BI9) 

according to Equation 4. 3 (16) in Ref. 20. On substitu
tion of (BI9) into (B18) we obtain (BI5). A similar proof 
holds for (BI6). 

(v) Logarithmic derivative at Q =0 for large ka: 

kG:(O) = exp(-irr/4) (k )1/2 t exp(inka) O(k-1/2 -1/2) 
G+(O) ..f2ii a"'1 n1/2 + a, 

(B20) 

kG~(O) = exp(- irr/4) (ka)1/2 -£ (- 1)" e[¥pnka) + O(k-1/2a-1 m 
0+(0) & n=1 n 

(B21) 

which are obtained from (BI5) and (B16) after replacing 
the Hankel functions by their asymptotic expansions. 
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Gauge dependence of Green's functions in quantum 
electrodynamics from parallel translation 
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(Received 1 April 1975) 

The classical concept of parallel translation is extended to scalar quantum electrodynamics in order to give 
a gauge-independent defmition of differentiation. This is achieved by a suitable definition of time ordering 
for operator products. However, due to some essentially nonlocal commutation relations, the differential 
equations for the Green's functions are still gauge-dependent. The gauge dependence of the commutators 
can be removed by parallelism at large. Since this is not considered to be a physically reasonable concept, 
the gauge dependence of the Green's functions is discussed for general linear gauges in space-time. 

1. INTRODUCTION 

In classical field theory one is used to define the 
gauge-covariant derivative of charged fields by means 
of gauge fields or potentials. In scalar electrodynamics, 
e. g., the gauge-covariant derivative VI' of the charged 
scalar field cp(x) is defined by 

(1.1) 

where AI' is the electromagnetic potential and e is the 
coupling constant. This quantity is clearly covariant 
under the gauge transformation 

cp(x) - CP(x) exp[ieA(x)], 

AI'(x) -AI' (x) + aI'A(x) 

(1. 2a) 

(1. 2b) 

for any function A (x) • The coupling with the electromag
netic field strength F I'V is provided by the relations 

(V I' Vv - Vv VI')cp = - ie(al'Av - avAl')CP = : - ieFl'vCP, 

from which we obtain the homogeneous Maxwell 
equations 

apFI' v + al'Fvp + ovFpl' = 0 

(1. 3) 

(1.4) 

by a further derivation Vp and application of the Jacobi 
identity. We further have the field equations 

(~VI' + m 2 )cp = 0, (1. 5a) 

(1. 5b) 

where CP* means the complex conjugate of cP and jv is 
the electromagnetic current. 

This simple setup can also be considered from a more 
sophisticated point of view. Let us regard the value 
cp(x) of the complex scalar field at x as the component 
of a complex vector attached to x. By analogy with dif
ferential geometry this suggests to introduce the con
cept of parallel translation of vectors by the require
ment that the Hermitian scalar product of any two vec
tors with components I/J(x) and cp(x) is conserVed under 
parallel translation along a curve Hs) in space-time. 
The condition 

:s [1/J*Ws))cpWs))] = 0 (1.6) 

implies that I/J(s) and cp(s) obey linear homogeneous dif
ferential equations along ~(s), 
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dlj!* + . A d~1' ,/,* = 0 
ds te I' ds 'I' , 

(1. 7a) 

(1. 7b) 

where the coefficients AI' are components of an arbitrary 
but real Lorentz-vector field. The introduction of the 
potential is now motivated by the requirement to give 
a definition of physical equivalence for vectors at differ
ent points in space-time. The answer is that vectors, 
which can be mapped onto each other by parallel transla
tion, are to be considered as phYSically equivalent. 
Along a curve ~(s) with HO) =X such a mapping is pro
vided by the solution of (1. 7a): 

cp(x) - cp(x) ex~ie J; AI' (x +~) dr ) =: CP(x)T s(x). (1. 8) 

Parellelism at large is of physical relevance only, if 
it does not depend on the path choosen. This is not the 
case in the pre sence of an electromagnetic field if we 
relate the field strength F",v to the potential AI' accord
ing to (1. 3). Keeping the end point fixed, we obtain for 
a variation 15Hs) of the path from (1. 8) 

(1. 9) 

Locally, however, the notion of parallelism enables us 
to define the gauge-covariant derivative unambiguously 
in terms of the potential: 

lim T~l(x)cp(S) - CP(x) = : (dd~1' VI' cp\ x = (01' - ieAI' )CP(x). 
s~O S s J 

(1. 10) 

This is sufficient to give the field equations a gauge
independent meaning because they involve only local 
properties. 

The quantum theory of gauge fields suffers from the 
fact that quantization as we know it is a gauge-dependent 
concept. Without adopting a particular gauge, we can 
only derive commutation relations for gauge-independent 
field variables from the gauge-invariant Lagrangian, 
e. g., by the method of Peierls. 1 To circumvent this 
difficulty, Mandelstam2 ,3 has introduced gauge-indepen
dent field variables that depend on the path instead con
necting the field point with infinity. In scalar electro
dynamics the path-dependent scalar field <I> (x, p) is con-
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structed from the scalar field ¢(x) and the potential 
A" (x) in an arbitrary gauge according to 

<I> (x, p) : = ¢(x) exp(- ie j~A" W d~"), (1. 11) 

or, as we would say, by parallel translation from x to 
infinity. Such an approach, reminiscent of the early at
tempts of Einstein4 to introduce sor<1ething like paral
lelism at distance, cannot be considered physically sat
isfactory as mentioned above. Instead of using parallel
ism at large to eliminate the gauge-dependence, we sug
gest transfering only the local implications of parallel
ism to the quantized theory. This requires a local de
finition of parallel translation for time-ordered products 
of field operators by means of potential operators. In 
Sec. 2 we shall derive the commutation relations for 
field variables and potentials insofar as they are needed 
for a local parallel translation of time-ordered products 
of scalar field variables and electromagnetic field 
strengths. By starting from the commutation relations 
for gauge-independent variables, this can be done quite 
generally without adopting a particular gauge. For cal
culational purposes it is, however, advisable to re
strict ourselves to linear gauges. Parallel translation 
and gauge-covariant derivation of the Green's functions 
will be introduced in Sec. 3. In Sec. 4 we shall sum
marize the corresponding field equations using the con
densed notation introduced by Mandelstam. 3 Their solu
tion by perturbation theory yields the Green's functions 
in an arbitrary linear gauge. An extension of the meth
od proposed in this paper to non-Abelian gauge theories 
is in preparation. 

2. COMMUTATION RELATIONS 

The classical Poisson brackets for gauge-independent 
field variables can be derived from the gauge-invariant 
Lagrangian 

L=-tF"vE""v+('V,,¢)*'V"¢-m2¢*¢ (2.1) 

by the method of Peierls1 if we relate the gauge-covari
ant derivative and the fields strength to the potential 
according to (1. 1) and (1. 3). We first state the corre
sponding commutation relations between two field
strength operators, 

[FOi(X,Xo),Foj(y,xo)]=O, (2.2a) 

[Fij(x, xo), Fkl (y, x o)] = 0, (2.2b) 

[FOi(x, x o), Fjk(y, xo)] = i (Oli ~ - 0lk a~)O(x- y). 

(2.2c) 

Here and in the following we use Latin super- and sub
scripts for the spatial components of Lorentz tensors. 
The only nonvanishing commutators between two scalar 
field operators are 

[¢(x, xo), ('V o¢(Y, xo»*] = io(x- y), 

[¢*(x, x o), 'V o¢(y, xo)] = io(x - y). 

(2.3a) 

(2.3b) 

Next we consider the commutation relations between 
electromagnetic and scalar field operators. The com
mutators between the spatial components Fjk and scalar 
field variables vanish because these variables are dy-

1766 J. Math. Phys., Vol. 16, No.9, September 1975 

namically independent. However, the commutators be
tween the space-time components F 01 and scalar vari
ables must not vanish if we require that a suitable ver
sion of the classical field equations holds in the quant
ized theory. The O-component of (1. 5b) is a condition 
of constraint, 

(We should, of course, use normal products of opera
tors, but we shall not write them). The commutation 
relations (2. 3a)-(2. 3b) imply, e. g., 

f.io<x, xo), ¢(y, xo)] = eo(x - y)¢(y, xu). (2.5) 

This requires 

[FoI(x, xo), ¢(y, xo)] = erj(x, y)¢(y, x o) 

with 

air I (x, y) = - o(x- y). 

(2.6a) 

The method of Peier Is tells us that the commutator of 
FOi and ¢*¢ vanishes. Hence, 

(2.6b) 

The same argument leads to analogous commutation 
relations between F OJ and 'V o¢ or ('V o¢)*. In general the 
quantity r I (x, y) is an operator depending on the field 
variables. A comparison of Eqs. (2.6a) and (2. 6b) 
shows that it must be an Hermitian operator. Further
more, the operator has to obey the conditions imposed 
by the Jacobi identities. 

To derive the commutation relations between FOI and 
the spatial covariant derivatives 'Vj¢ of the scalar field, 
we first determine the commutator of F 01 and the gauge
invariant quantity ¢*'VJ ¢ by the method of Peierls. The 
result is 

[Ful(x, xo), ¢*(y, xo)'Vj¢(y, xo) J 
= - eOijo(x- y)¢*(y, xo)¢(y, xo). 

We now observe (2. 6b) and obtain 

[Fol (x, xo), V'j¢(y, xo) J 

= - eOIj o(x - y) + er I (x, y)'Vj¢(y, x o). 

Finally we express the covariant derivation in terms of 
the potential, 

'Vj ¢ = (a j - ieA j )¢ 

and conclude from (2. 8) and (2.6a) 

[FOi(x, xo), Aj(y, xo)] = - i (Ouo(x - y) + a~J r j(x, y~ 
(2.9) 

These commutation relations are consistent with Eq. 
(2.20) for 

Fjk = a jAk - akAJ 

and with the condition of constraint (2.4). 

If r i is a c-number, i. e., a real function, we see 
from (2.9) and (2.7) that the operator 
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commutes with all the field variables. Hence we must 
have 

(2.10) 

where B is also a c-number function. On the other hand, 
any linear gauge condition that is consistent with the 
commutation relations and does involve only the spatial 
components of the potential can be written in the form 
(2.10). A generalization to gauge conditions linear in 
the four components of the potential will be given in Sec. 
4. Taking into account the field equation 

ooA, - o,Ao=FOi> 

we obtain by means of (2.10) 

Ao(Y, Yo) = - I dT(y')Fo,(y', yo)ri(y', y) + ooB. (2.11) 

Together with (2.7) and (2.9), respectively (2.6a) and 
(2.6b), we compute the commutators 

[Ao(x, xo), AJ(y, xo)] 

=-i(rJ(Y,X)-a£r !dT(y')rl(y',x)r,(y',y»), (2. 12a) 

[Ao(x, xo), cp(y, xo)] 

=- e I dT(y')ri(y', x)r,(y', y)cp(y, Xo), 

[Ao(x, Xo), cp*(y, Xo)] 

= e J dT(y')ri(y', x)r I(Y" y)CP*(y, xo)· 

(2. 12b) 

(2. 12c) 

We emphasize that the commutation relations (2. 12a)
(2. 12c) hold only for linear gauges which satisfy the 
condition (2.10). For the Coulomb gauge, e. g., we have 

o 1 
r, (x, y) = - axr 41T I x _ y I . (2.13) 

Another example is given by what might be called a 
path gauge, defined by the condition that the integral 
over a spatial path ~(s) from the field point x to infinity 
should vanish. If ~ (0) = 0 and ~ (s) tends to infinity for 
s - - 00, we may write 

f o d~' 
dS-d A,(x+ ~)=O. 

_c s 
(2.14) 

The function r, is 

(2.15) 

A special case is the axial gauge with ~(s) = ns, I n I = 1, 
which has been used by Arnowitt and Fickler5 and 
Schwinger6 in context with non-Abelian gauge fields. 

3. GAUGE-COVARIANT DERIVATION OF TIME
ORDERED PRODUCTS 

In this section we shall give a definition of time order
ing that is compatible with local parallel translation and 
gauge-covariant derivation. We start with the time
ordered products of scalar field and field strength 
operators, 

T(cp(X1 )CP(X2) ••• CP*(Yl)CP*(Y2) ••• F,.v(Zl)Fpu(Z2) ••• ). 

The time-ordering T is the usual one for products of 
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scalar variables alone. We shall denote the latter by 
the symbol T, e. g. , 

T(CP(x)cp(y» : = T(cp(x)cp(y» 

(3.1) 

On the other side it is well known that we have to define 

T(F ,.v(zl)F pu(Z2» : = T(F,.v(Zl)Fpu(Z2» 

+ i(g~t., - g2t,.)(g~ta - g~g{,) 0iJ O(Zl - Z2), 

(3.2) 

in order to get Lorentz-covariant field equations. It is 
easily checked by means of the commutation relations 
(2.26) that the definition (3.2) satisfies 

0" T(F,.v(Zl)Fpu(Z2» 

= T(o" FlLv (Zl)Fpu(Z2» + i(gpvou - guvOp)O(Zl - Z2), (3.3a) 

(3.3b) 

where the symbol [A!.LI!] indicates cyclical permutation. 
The time ordering T shall, therefore, include contribu
tions in accordance with (3.2) for any pairing of field 
strength operators. 

We next turn to the definition of T ordering for the 
product of a potential and a field strength operator. Ob
serving the commutation relations (2.9), we can 
compute 

o;T(F,.v(z)Au(z '» - o;T(F ILv(z)Ap(z'» 

= T(F,.v(z)Fpu(z '» + i(g2iv - g2t,. )(g~tfa - ggi,) 

x (OIJO(Z - z') + 0; IJ r, (z, z') o(zo - Z~») . (3.4) 

Hence the definition 

T{F,.v(z)Au(z '» : = T{F,.v(z)Au(z'» + i(g2iv - g2t.Jg2 

xr,(z, z')o(zo- z~) (3.5) 

secures that 

o;T{F,.v(z)Au(z'» - o;T{F,.v(z)Au(z'» = T(F,. v(z)F pa(z'». 

(3.6) 

This is sufficient to extend the T ordering to products 
of field operators containing one potential operator, in 
the sense that in addition to extra terms of type (3. 2) 
we have to write an extra term of type (3.5) for each 
pairing of the potential with a field strength operator. 
We now define the gauge-covariant derivative of the T
ordered product by 

V,. T{CP(x) ••• Fpu(z) ••• ) : = o,.T{CP(x) ••. Fpu(z) .•• ) 

- ieT(A,.(x)cp(x) ••• Fpu(z) .•. ). 

(3.7) 

Performing the differentiation, we see that the contri
butions according to the commutation relation (2. 6a) 
cancel against the extra terms according to (3. 5). Hence 
we obtain 

V,. T(CP(x) ••• Fpu(z) ••• ) = T«o,. - ieA,. (x»cp(x) ••• Fpu(z) ••• ) 

= T(V,.cp(x) •• 0 Fpa(z) ••• ), (3.8) 
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where the symbol A" indicates that the extra terms ac
cording to (3.5) have to be dropped. 

Let us now consider second derivatives. There is no 
problem if the first derivation is timelike and the second 
is spacelike. In accordance with (3.8) we define 

VI VoT(CP(x) ••. Fpa(z) ••. ) : = T('V I Vocp(x) ... Fpa(z) .•. ). 

(3.9) 

For the reversed order we refer to the definition (3.7) 
and apply the commutation relations (2.8), 

Vo'VIT(CP(x), •• Fpa(z)",) 

= ° oT('V1 cP (x) .•. Fpa(z) .•• ) 

- ieT(Ao(x)'VICP(:x) '" Fpa(z) .•. ) 

== - e(ggg{, - g~~)olJo(x - z)T( • •• ) 

+ T(vo'Vjcp(x) ... Fpa(z) ... ) + .... 

In general we may write 

(fi" flv - fiv V" ) T(CP (x) .•. Fpa(z) .•. ) 

o O...J -== e(g~i" - g~~) (gpg{, - gal':p) 01} O(x - z) T( ..• ) 

+ ... + T«V" Vv- VvV")CP(x),,, Fpa(z)"')' (3.11) 

If we assume the field equation (1. 3) also in quantum 
theory, the latter term should be 

- ieT(F "v(x)CP(x) ••• Fpa(z) .•. ). 

Thus we see that the extra terms required in accordance 
with (3.2) to include the operator F"v(x) into T ordering 
are just supplied by the former terEls of (3.11). The 
field equation (1. 3) also holds for T -ordered products 
without additional terms, 

(fi" fiv- VvV,,)T(CP(x)" • Fpa(z) ••. ) 

== - ieT(F "v(x)cp(x) ..• Fpa(z) .•. ). (3.12) 

The related homogeneous Maxwell equations (1. 4) have 
already been shown to be true for T-ordered products 
[see (3.3b)]. 

It should be emphasized that the relations (3.12) have 
been obtained without making any assumption on the 
gauge defining operator rl' Formally this is due to the 
fact that in order to derive (3.12) it is sufficient to de
fine T-ordered products containing only one timeIike 
component of the potential. If we want to go further and 
to transfer the field equations (1. 5a) to quantum theory, 
we have to introduce T ordering for products including 
at least two timelike components of the potential. To do 
so, we start from the relation 

a" T(Av(x)Aa(y)) - avT(A" (x)Aa(Y» 

= T(F"v(x)Aa(y» + (g~i,,-g2~)g~[AI(x),Ao(y)] 

xO(xo-Yo)· (3.13) 

The commutator involved can only be computed if we 
make assumptions on the gauge. We shall adopt the lin
ear gauge condition (2.10) and apply the commutation 
relations (2. 12a). In order to be in agreement with Eq. 
(3.5), we have to define 

1768 J. Math. Phys., Vol. 16, No.9, September 1975 

T(Av(x)Aa(y)): = T(A.,(x)Aa(y» - ig2g2J dT(y') 

XI'I (y', x) I' I(Y" y) o(x 0 - Yo). (3.14) 

The definition of the second gauge-covariant derivative 
flofio is then straightforward. Observing (3.8), we are 
led to write 

fiofioT(CP(x) .•• CP*(Y) .•. F"v(z)"') : 

= aoT(Vocp(x)", cP*(Y)··· F"v(z) ..• ) 

- ieT(Ao(x)Vocp(x) .•. cp*(Y) ..• F"v(z) ... ). 

This can be evaluated by means of the commutation re
lations (2. 6a) with cP replaced by 'V oCP and (2. 3b). Again 
the equal time contribution from (2. 6a) cancels against 
the additional term included in the second expression 
according to the definition (3.5) of T ordering. We 
obtain 

== - io(x - y)T( . .. F"v(z) ... ) + ... 

+ 1'(VoV"oCP(x) ... cp*(y) ... F"v(z) ..• ). (3.16) 

In the latter term both potential operators are excluded 
from T ordering. The same relation holds for T-ordered 
products with an arbitrary number of potential opera
tors if we extend l' ordering to products of more than 
two potential operators by the agreement to add extra 
terms in accordance with (3.14) for each pairing of 
potential operators. Bearing in mind that T ordering 
is not affected by spacelike gauge-covariant der~vation, 
we can now transfer the field equation (1. 5a) to T
ordered products of scalar field operators and potential 
operators in a linear gauge: 

V" fi" T(cp(x) .•• CP*(y) ... Av(z) ..• ) 

=- iO(x- y) T( ... Av(z)···) + ... 

- mZT(cp(x) •. • cp*(Y) " • Av(z) ..• ). (3.17) 

Our final task is to extend the field equation (1. 5b) 
to T -ordered products. Together with (2.9) and (2.11) 
we first derive from (3. 5) 

a" T(F"v(z)Aa(z'» = T(a" F"v(z)Aa(z'» 

+i (gvaO(Z - z') - a!'agirl(z, z') 

XO(zo-z~»). (3.18) 

For the general product we have also to take into ac
count contributions according to (2. 6a) and (2. 6b): 

a" T(CP(x) ..• cp*(Y) ••. F"v(z)Aa(z') ••• ) 

= i (gvaO(Z - z') - a! lag~r j(Z, Z ')o(z 0 - z ~») 
x T(cp(x) ... cp*(Y) •.. ) + ... + et.,r I(Z, x)o(zo - xo) 

x T(cp(x) .•. cp*(Y) .• • Aa(Z') •.• ) + ... - eg~r j(Z, y) 

x o(zo- yo)T(CP(x)", cp*(y) ••• Aa(Z') .•• ) + ... 

+ T(CP(x)··· cp*(Y) .•• a"F"v(z)Aa(z') ••• ). (3.19) 

For later reference we remark that the gauge function 
appears only in the formation 

I'v(X, y) : == g~r i (x, y) O(Xo - Yo), (3.20) 
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which is a particular solution of the differential 
equation 

a~lI(x,y)=- O(x-Y). 

The field equation (1. 5b) requires 

T(¢(x) .•• ¢*(y) .•• a" F,.v(z)A.,(z') .•• ) 

= ieT(¢(x) •.• ¢*(y)(¢(z)(VII¢(z»* - ¢*(z) 

x Vv¢(z»Aa(z') •.• ), 

(3.21) 

(3.22) 

where the symbol Vv is to be understood as in (3.8). In 
accordance with (3.8) we can also write the rhs of 
(3.22) as a gauge-covariant derivation of a l'-ordered 
product 

T(¢(x)" .¢*(y) .. ·jv(z')Aa(z') .•• 

=ie(V: - V:)T(¢(x)¢(z) .•• ¢*(Y) 

x ¢*(w) ... Aa(z')) I w ..... (3.23) 

Finally we mention that we may also extend the gauge
independent definition (1.10) of the covariant derivative 
to T-ordered products by 

l!~ ~ l' ((~- ie is A,. (x + ~) d~") ¢(s) - ¢(X») 

x ... ¢*(y) ... Ap(z) .. -) =: dJ; V,. T(¢(x) ... 

x¢*(y) ... Ap(z)",) (3.24) 

because we have defined T ordering for products with 
an arbitrary number of potential operators. 

4. GREEN'S FUNCTIONS 

In this section we wish to derive the field equations 
for the Green's functions following from the field equa
tions for T-ordered products we have obtained in the 
last section. The Green's functions are defined by 

G,. .. • (x .•• Y ••• z ... ) : 

=(01 T(¢(x)", ¢*(y) ••• A,.(z) .•• ) I 0). (4.1) 

The general structure of the differential equations for 
the Green's functions is best displayed in terms of 
Mandelstam's condensed notation,3 which we summar
ize shortly. 

Consider the set of functions 

F,. ... (Xl·· 'Yl" 'Zl" .), 

depending arbitrarily on the space-time variables 
(Xl' •• Yl ••• Zl ••• ). We may look upon these functions 
as linear forms over a vector space V, 1. e., special 
bilinear forms over V* x V, where V* is the dual space. 
This view is indicated by the notation 

F,. ... (Xl··· Yl" 'Zl"') =: (e,. ... (xl •• 'Yl" 'Zl"') IF). 

(4.2) 

The symbol ( I ) denotes the canonical bilinear form 
over V* x V in the sense of linear algebra. F is any ele
ment of V while the quantities e,. • .. (Xl' •• Yl ••• Zl ••• ) 
have to be considered as basis elements of V*. The 
Green's functions (4.1) are obtained for a particular 
vector F= G E V. 

Next we define linear operators (i(x), (i(Y), and A,,(z) 
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that act on the basis elements of the dual space as 
follows: 

e,. ... (Xl ••• Yl ••• Zl ••• ) (i(x) : = e,. ... (xl ••• x, Yl ••• zl ••• ), 

(4.3a) 

e,. ... (Xl ••• Yl ••• Zl ••• )(i(Y) : = e,. ... (Xl ••• Yl ••. y, Zl ••• ), 

(4.3b) 

e,. ... (Xl ••• Yl ••• Zl ••• )Av(z) : = e,. ","(Xl ••• Yl ••• Zl ••• z). 

(4.3c) 

The operators are denoted by a tilde in order to dis
tinguish them from Hilbert space operators. The action 
of the operators on elements of V is defined by trans
position according to the rule 

(e,. ... (Xl ••• Yl ••• Zl ••• ) (i(x) I F) 

=: (e,. ••• (Xl ••• Yl ••• Zl ••• ) I (i(x)F). (4.4) 

A second set of operators 77(x), 1i(x) , and Z,.(z) is need
ed to produce the source terms of the field equations. 
We define them by means of the commutation relations 

[77(x), (i*(Y)] = iO(x - Y), [77(x), ¢,(x')] = 0, 

[77(x), Av(z)] = 0, 

[7i(Y), (i(x)]=iO(x-y), [1j(y), ¢'*(y')] = 0, 

[1j(x) , A ... (z)] = 0, 

[Z,. (z), A,,(z')] = - i(g,.vO(Z - z') - a! 'II r,. (z, Z '») 
[Z,. (z), (i(x)] = - er ,.(z, x) (i(x) , 

[Z,. (z), (i*(Y)] = er,. (z, y)(i*(Y), 

(4.5a) 

(4.5b) 

(4.5c) 

(4.5d) 

where r II is defined as in (3.20). Furthermore, we 
require 

(4.6) 

eo is the basis element of the one-dimensional subspace 
of V, 

(eoIF) E <C. 

The action of the operators on elements of V* is then 
completely determined and may be transferred to ele
ments of V by transpOSition. 

The field equations for the Green's functions can 
easily be formulated within this framework. Gauge
covariant derivation of the basis elements is defined by 

vve,. (x ••• Yl ••• Zl ••• ) : = aile,. (x ••• Yl ••• Zl ••• ) 

- iee,. (x • •• Yl ••• Zl)A" (x) , 

(4.7) 

or, equivalently, by the operator equation 

(4.8) 

This is in agreement with the covariant derivation of 
Green's functions as determined by (3. 7). The gauge
independent field equations derived from (3. 12) are re
presented by the operator equation 

(V,. Vv - VII V,. ) (i(x) = - ieF,,"(x)(i(x), (4.9) 
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where 

FlJ.v(z) = alJ. A" (z) - a"A" (z). (4. 10) 

Consequently, the field equations corresponding to the 
homogeneous Maxwell equations (1. 4) are also repre
sented by operator equations on Y*. 

The situation is different for the field equations that 
follow from (3. 17) and (3. 19) for the Green's functions. 
The latter give rise to the following vector equations 
for the Green's vector G: 

[vlJ. VIJ. ($(x) + m2($(x) - 1)(x)] G = 0, 

«VIJ.VIJ. ($(Y»* + m 2¢*(y) -'ij(y»G = 0, 

[alJ. FlJ.v(z) - Jv(z) - Zv(z)]G = O. 

(4.11a) 

(4.11b) 

(4. 11 c) 

Here VIJ. ¢ and i'IJ.V are defined by (4.3) and (4.10) re
spectively. The operator Jv is given by 

Jv = ie[¢(vv¢)* - ¢*vv($] (4.12) 

in accordance with (3.23). To obtain the differential 
equations for the Green's functions from (4.11), one 
has to multiply with the basis elements 

elJ. ... (Xl ... Yl •.. Zl ••• ) = eO¢(xl) .•• ($*(Yl) .• • AIJ. (Zl) .. " 

(4.13) 

where the multiplication is defined by the bilinear form 
( I ), and to shift the operators 1), n, and Zv, respec
tively, to the left by means of the commutation relations 
(4. 5a)-(4. 5d) until the conditions (4.6) apply. 

We now deduce from the commutation relations 
(4. 5a)-(4. 5d) that the operator 

av Zv + ie(Tj ($ - 1)(P*) 

commutes with ($, ¢*, and AIJ.' Furthermore, we see 
from (4.6) that 

eo[avzv +ie(Tj¢ -1)¢*)]= O. (4.14) 

These statements imply the operator equation 

avzv +ie(Tj($ -1)($) = 0 

and show that the Ward identity 

ui]v + aVZv)G = 0 

(4.15) 

(4.16) 

holds in consequence of the field equations because it 
follows from (4. 11a), (4. 11b), and (4.12) that 

(4.17) 

Next we introduce the operator blJ. (z) defined on y* 
by the commutation relations 

[blJ. (z), Av(Z/)] = - iglJ.vo(z - Z/), [blJ. (z), ($(x)] = 0, 

[blJ.(Z), ($*(Y)]=o 

and the condition 

eoblJ. (z) = O. 

(4.18) 

(4.19) 

The commutation relations (4. 5c) and (4. 5d) and the 
operator equation (4.15) show that ZIJ. is to be expressed 
in terms of blJ. as follows: 
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(4.20) 

If we insert the expression (4.20) into the field equa
tion (4. 11c), we can use (4.17) and obtain with (4.10) 

{OAv(z) - av[alJ. AIJ. (z)]}G 

= (Uz) +Jv(z) - fcrw ~; (z, W)[bP(W) + JP(w)]) G. 

(4.21) 

To rewrite (4.21) in integral form, we use the particu
lar solution under Feynman boundary conditions, 

A,,(z)G= f crwDF(z - w) (gvpO(z - w) - ~; (z, w») 

x [t;P(w) + Jp(w) ]G, (4.22) 

where 

ODF(z - w) = 6(z - w) 

and add a gradient term, which can be determined from 
the gauge condition (2.10). Together with (3.20) the 
latter can be written as 

(4.23) 

Let us put B = 0 for the sake of simplicity. We then 
obtain 

Av(z)G = Icrz'Dvr(z, z/l r)[b1 (Z ') + J"'(Z/) ]G, (4.24) 

where 

Dvr(z, Z/) I r) : = fcrw fcrw ' (~O(Z - w) - ~~: (z, W») 

XgpaDF(w - w') (g;6(W ' - z ') - :S (w', Z/») 

(4.25) 

is the propagation kernel for the gauge defined by (4.23). 
The integration of the scalar field equations (4. 11a) and 
(4.11b) is straightforward. Introducing the potential Av 
in accordance with (4.8), Eq. (4. 11a), e. g., can be 
rewritten as 

¢(x)G= J crxIAF(X_X/){1)(X/) +iek(x/)a~¢(x/) 

+ iea~[AIJ. (X/)¢'(x')] + e2AIJ. (x I)AIL (x') ¢,(x ')}G, 

(4.26) 

The solution of the integrated equations (4.24), (4.26) 
and the corresponding equation for ($*(y)G produces all 
terms summarized by the usual Feynman rules with 
(4.25) as photon propagation kernel. 

Hitherto we have assumed that the gauge function 1'v 
has the particular structure given by (3.20), due to the 
fact that we started from equal-time commutation re
lations. But having obtained the field equations for the 
Green's functions, there is no reason not to admit any 
solution of the differential equation (3.21). This is just 
the class of gauges considered by Zumino7 by means of 
functional techniques. The equation (3.21) is Lorentz
invariant, but the solution generally is not. The only 
covariant solution 
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o 
rv(x, y) = oyv DF(x - y) (4.27) 

leads to the Landau gauge, which is, however, not de
termined uniquely. Noncovariant examples are given 
by a generalization of the spatial path gauge (2.15) to 
space-time, 

(4.28) 

or the generalized Coulomb gauge. 7 

In conclusion we emphasize that it is not possible to 
eliminate the gauge function r v from the field equations 
for the Green's functions in quantum theory. This is in 
contrast to the classical field equations, where the con
cept of gauge-covariant derivation is sufficient to re
move any reference to a particular puge. We could 
have used field strength operators F"v instead of the 
potential operators ..4". But this device only eliminates 
the gauge function from the commutation relations 
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(4.5c). We are still left with (4. 5d), where the gauge 
function appears due to the quantum mechanical com
mutators (2.6a) and (2. 6b). These commutators are es
sentially nonlocal. Hence, it is not possible to remove 
their gauge-dependence by local concepts such as gauge
covariant derivation. This can only be achieved by pa
rallelism at large as in Mandelstam's treatment, which 
in our opinion is not a physically reasonable concept. 
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Statistical theory of effective electrical, thermal, and 
magnetic properties of random heterogeneous materials. VI. 
Comment on the notion of a cell material 

Motoo Hori 

Department of Applied Physics, Tokyo Institute of Technology, Meguroku, Tokyo 152, Japan 
(Received 21 February 1975; revised manuscript received 26 March 1975) 

The concept of a cell material introduced by Miller is reinvestigated in connection with Brown's assertion 
that an asymmetric cell material is not self-consistent [J. Math. Phys. IS, 1516 (1974)]. We construct a 
simple example of the asymmetric cell material which is in fact self-consistent. The misleading 
interpretation of the asymmetric cell material is due to Miller rather than to Brown. 

In previous papersl- 5 we dealt with the effective per
mittivity of random heterogeneous media such as cell 
materials or completely random materials. The con
cept of a cell material was first introduced by Miller, 6,7 

who defined symmetric and asymmetric cell materials. 
A completely random material may be regarded as a 
limiting case of a symmetric cell material. 3 Recently, 
however, Brown8 has claimed that while the symmetric 
cell material is self-consistent, the asymmetric .cell 
materials or complete random materials. The con- -
tion would require some modification. The aim of this 
note is to check the validity of Brown's arguments and 
to decide definitely whether or not the asymmetric cell 
material is inconsistent. 

According to Miller, 6,7 a cell material is defined as a 
random multiphase material that fulfills the following 
requirements: 

(i) The space is completely covered by nonoverlapping 
cells within which the material property is constant; 

(ii) cells are distributed in a manner such that the 
material is statistically homogeneous and isotropic; 

(iii) the material property of a cell is statistically in
dependent of that of any other cell. 

Of course, the assumption of statistical isotropy in 
(ii) should be omitted when we treat statistically aniso
tropic materials. 1 Furthermore, cell materials are 
classified as symmetric or asymmetric, according as 
the following additional requirement is satisfied or not: 

(iv) The conditional probabilities of n pOints being 
and n' points not being in the same cell of a particular 
material, given that one point is in a cell of that mate
rial, are the same for each material. 

Henceforth we shall confine ourselves to a cell mate
rial composed of two phases A and B. By way of illustra
tion consider two-point probabilities associated with 
points rl and rz. Then the independence hypothesis (iii) 
leads to: 

(iii') The event of a cell containing material A or B 
is statistically independent of the event of another cell 
containing A or B. 

As a substitute for (iii'), let us tentatively adopt a 
plausible assumption: 

(v) Under the condition that points rl aI).d rz are in 
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different cells, the event of point rl being in phase A 
or B is statistically independent of the event of point rz 
being in A or B. 

For phase A, this statement is expressed by 

Prob{rl EA n ra EA I rl, rz cis. C.} 

= Prob{rl E A I rlt ra cis. C. }Prob{rz E A I rlt ra cis. C.}. 

(1) 

Here, for instance, the left-hand member denotes the 
conditional probability that points rl and ra belong to 
phase A, given that they are not in the same cell. An 
alternative form of Eq. (1) is 

Prob{rlEAlrzEAn rl, rzciS.C.} 

= Prob{rl E A I rlt rz cis. C.}. (2) 

In the process of calculation of three-point probabili
ties, Miller substantially supposed6 

Prob{rl E A n rz E A n rlt rz cis. C.} 

= Prob{rl E A} Prob{ra E A} Prob{rlt rz cis. C.}. (3) 

Brown pointed out that Miller had implicitly interpreted 
the independence requirement (iii') as follows8

: 

(vi) The conditional probability that point rl is in A 
or B, given that point ra is not in the same cell with it, 
is independent of which phase point rz is in, and is 
equal to the absolute probability that point rl is in A or 
B. 

We remark that this interpretation is equivalent to 
postulating not only Eq. (2) but also the relation9 

Indeed, combination of Eqs. (2) and (4) yields 

Prob{rl E A n rz E A n rlt ra ci S. C. } 

=Prob{rl EAI raEAn rlt raciS. C.} 

xProb{ra EAI rl, raciS. C. }Prob{rlt raciS. C.} 

= Prob{rt E A} Prob{rz E A} Prob{rt, rz ci S. C.}, 

which is nothing but Eq. (3). 
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On the other hand, it is obvious that a symmetric cell 
material obeys the condition 

Prob(rto rz E S. c. I rl E A} = Prob{rto rz E S. c. I rl E B}, 

(6) 

whence 

Prob{rl> rz E S. c. I rl E A}= Prob{rl, rz E S. C.}. (7) 

Namely, the symmetry condition (iv) is rewritten as: 

(iv') The event of point rl being in A or B is statis
tically independent of the event of points rl and rz being 
in the same cell. 

In Ref. 8, Brown showed that Eq. (6) necessarily fol
lows from the assumptions (ii) and (vi), and concluded 
that the concept of the asymmetric cell material is not 
self-consistent. However, Eq. (6) or (7) can be derived 
without assuming the statistical homogeneity and iso
tropy of the medium. After some manipulation of Eq. 
(4) we have 

Prob(rl EAn rh rzgS. C.} 

= Prob{rl EA}Prob{rl> rz gs. C.}, (8) 

so that 

Prob{rl> rz gs. c. I rl EA} = Prob{rto rz gs. C.}, (9) 

which reduces to Eq. (6). 

A serious question arises as to the above reasoning 
by Miller and Brown: Does the independence hypothesis 
(iii') really imply the statement (v) or (vi)? In (iii') we 
speak of properties of cells, while in (v) and (vi) we 
speak of properties of pOints. 9 Therefore, it is natural 
to expect that (iii'), (v), and (vi) are not always equi
valent to one another. 

As the simplest couterexample consider a one-dimen
sional cell material on the x axis where cells of lengths 
a and b are arranged at random. Here the term" random 
arrangement" means that the process of placing cells 
on the x axis is an independent trial and the probability 
of choosing cells of each length has a common value 
1/2. Denote a cell of length a by Ca and that of length b 
by Cb • Moreover, phase A or B is independently as
signed to C a cells with probability P a or q a = 1 - P a, and 
to Cb cells with probability Pb or qb = 1-Pb, respectively. 
The one-dimensional two-phase material thus defined 
is clearly a kind of cell material, because it satisfies 
the requirements (i)-(iii). Especially for one-point 
probabilities, we easily obtain 

and 

Prob{rl E CJ=a/(a +b), 

Prob{rl E Cb}= b/(a + b) 

Prob{r l EA}=Paa :b +Pba~b' 

Prob{rl E B} = q a a : b + q b a ! b ' 

(10) 

(11) 

(12) 

(13) 

which are constant in conformity with the postulate of 
statistical homogeneity in (ii). 

For convenience let us suppose that a < b and Pa "'Pb' 
Proceeding in the same way as we did in Sec. 3B of 
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Ref. 1, we can evaluate two-point conditional probabili
ties as 

Prob{rt. rz gs. c. I rl E cJ 
_ { I Xu I / a for I Xu I ,;:: a 

- .1 for I Xu I ~ a,. 

Prob{rl> rzgS. c.1 rl E Cb} 

_ { I Xu I /b for I Xu I ,;:: b 

- 1 for IXIZI ~ b, 

(14) 

(15) 

where x1z =Xa-Xl' Multiplication of Eq. (14) or (15) by 
Eq. (10) or (11) gives 

Prob{rl> rzgS. C. n rl E Ca} 

_{ IXul/(a+b) for IX1ZI,;::a 

- a/(a+b) for Ixul~a, 

Prob{r1, rz gs. C. n rl E Cb} 

_{ IXul/(a+b) for IXIZI,;::b 

- b/(a+b) for Ixul~b, 

whence 

Prob{rl> rzgS. C.} 

tX"I/(a + b) for Ix1ZI,;:: a 

= :a+ IX1Z I)/(a+b) for a';:: IXul,;:: b 

for Ixul~ b. 

Straightforward calculation shows 

Prob{rto rzgS. C. n r 1 EA} t. +p,)[ Ix" I/(a +b)1 for 

= Pa[a/(a + b)] +Pb[ IXIZI /(a + b)] for 

pJa/(a + b)] +Pb[b/(a + b)] for 

Prob{rl> rz gs. c. n rl E B} 

~ (q. + q,)[\ x" I I(a + b) 1 for 

= qa[a/(a+b)]+qb[lxul/(a+b)] for 

qa[a/(a + b)] + qb[b/(a + b)] for 

which lead to 

Prob{rl> rz gs. c.1 rl EA} 

IXul,;::a 

a,;:: IXul,;:: b 

Ixul~b, 

IXul,;:: a 

a,;:: IXul,;:: b 

IXIZI~ b, 

l
(pa +Pb) Ixul /(Paa +Pbb) 

= (Paa + Pb I Xu I )/(Paa +pbb) 

1 

for IXIZI,;:: a 

for a,;:: I xlzl ,;:: b 

for Ixul~b, 

Prob{rh rz gs. c.1 rl E B} 

~ (qa +qb) IXIZI /(qaa+qbb) 

=( :qaa + qb I xlzi )/(qaa + qbb) 

From Eqs. (18)-(20) we find 

for IXIZI,;:: a 

for a,;:: I Xu I ,;:: b 

for I Xu I ~ b. 
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Prob{rl E A I rl> r2 <i S. C.} 

l
(Pa+Pb)/2 

= Pa[a/a+lxl2 1)]+Pb[l x l 2 1/a+ IXul)] 

Pa[a/(a + b)] +Pb[b/(a + b)] 

Prob{rl E BI rl> r2<iS. C.} 

j
(qa+qb)/2 

= qa[a/ a + I Xu I )] + qb[ I Xl21 /(a + I Xu I )] 

qa[a/(a + b)] +qb[b/(a + b)] 

for IXl21"" a 

for a "" I Xl2 1 "" b 

forlxul;'b, 

(23) 

for Ixul "" a 

for a "" I Xu I "" b 

for IXul;'b. 

(24) 

Notice that joint and conditional two-point probabili
ties calculated above do not depend upon the absolute 
positions Xl and x2, but instead depend only upon the 
relative distance I Xl21. Needless to say, this is a direct 
consequence of the statistical homogeneity and isotropy 
postulated in (ii). Since Eqs. (21) and (22) contradict Eq. 
(6), our model material belongs to the category of an 
asymmetric cell material. In other words, there exists 
an example of the asymmetric cell material which is in 
fact self-consistent. Thus we arrive at the conclusion 
that the asymmetric cell material is self- consistent 
as well as the symmetric cell material. The cause of 
the error made by Miller (and Brown) lies in the mis
interpretation of the independence hypothesis (iii). Their 
assumption (vi) substituted for (iii') turns out to include 
an unnecessary statement that should rather be regard
ed as an equivalent for the symmetry condition (iv'). 
Actually, Eqs. (21)-(24) indicate that neither Eq. (4) 
nor (6) holds for the present model. 

Next we will show that the cell material under con
sideration does not meet the requirement (v). The 
proof described below was suggested by Brown. 9 For 
simplicity we restrict ourselves to the case where 
a < Xl2 < b < 2a. Assume that point rl is in Ca; then point 
r2 is in a different cell. Let a random variable ~ rep
resent the distance from point rl to the right end of 
its cell; obviously 0 "" ~ "" a. The event of ~ < Xl 2 - a oc
curs with probability (xu - a)/a. Then point r2 is in the 
second cell to the right if the first is a Ca cell, and in 
the first if it is a C b cell. The probability that point r2 
is in C a is therefore ~ . ~ + ~ . 0 = t. When Xu - a < ~ < a 
[with probability (2a - xu) / a], point r2 is in the first 
cell and has probability 1/2 of being in Ca. Thus, 

Prob{r2 E Ca n rl, r2 <is. C. I rl E Car 

=.! Xu - a + 12a - X l2 

4 a 2 a 
3a- Xu 

4a 

Combining Eq. (25) with Eq. (10), we get 

(25) 

Prob{rl E Ca n r2 E Can rl> r2 <is. C.}= (3a - Xl 2)/4(a + b). 

(26) 

Similarly, 

Prob{rl E Can r2E cbn rl, r 2<iS. C.}= (a+ X l2 )/4(a+ b), 
(27) 

Prob{rl E Cb n r2 E Ca n rl> r2 <is. C.} = (a + xu)/4(a + b), 

(28) 
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Prob{rl E Cb n r2 E Cb n rl> r2 is. c.}= (3x12 - a)/4(a + b). 

(29) 

It follows from Eqs. (26)-(29) that 

Prob{rl E An r2 EA n rl> r2 <is. C.} 

_ 2 3a- Xu + a + Xl2 2 3xu - a 
-Pa 4(a+b) 2PJJb4(a+b)+Pb 4(a+b) ' 

Prob{rl EAn r2EAlrl> r2<iS.C.} 

_Pa2(3a- xu) + 2PJJb(a + xu) +Pb2(3x12 - a) 
- 4(a +Xl2 ) 

(30) 

(31) 

It is readily seen that Eqs. (23) and (31) are incompa
tible with Eq. (1). 

Now we reconsider the meaning of the independence 
assumptions. Miller's definition (iii') can be interpret
ed as follows: 

(vii) Let the subdivision of the material space into 
cells be fixed; under the condition that points rl and r2 
are in different cells, then, the event of point rl being 
in phase A or B is statistically independent of the event 
of point r2 being in A or B. 

If we use (vii) instead of (v), Eq. (1) is replaced by 

Prob{rlEAnr2EAlrl>r2<iS.C. n a} 

= Prob{rl E A I rl> r2 <is. c. n a}Prob{r2 E A I rl, r2 

<is.C. n a}, (32) 

or, equivalently, 

Prob{rl EAn r2 EA n rl> r2 <is. C. I a} 

= Prob{rl E A I rl, r2 <i S. C. n a}Prob{r2 E A 

n rb r2 <is. C. I a}, (33) 

where a refers to a particular pattern of the subdivi
sion into cells. Hence we obtainlO 

Prob{rl E A n r2 E A n rl> r2 <is. C.} 

=BProb{a}Prob{rl EAn r2 EA n rb r2 <is. C. I a} 
a 

=~Prob{a}Prob{rlEAlrl>r2<iS.C. n a} 
a 

(34) 

which does not necessarily imply Eq. (1). 

As asserted by Brown, 8,9 the most practical proce
dure for guaranteeing the independence property is that 
we first divide the space by some random procedure 
into statistically equivalent cells and then allot each 
cell independently to material A or B. His method of 
constructing cell materials is characterized by the rule: 

(viii) The process of assigning phase A or B to each 
cell is statistically independent of the subdivision of 
the space into cells. 

This statement is stronger than Miller's symmetry con
dition (iv ~; for it implies 

Prob{rl E A I rl> ra <is. C. n a} 

=Prob{rl EAI rl, r 2<iS. C.}= Prob{rl EA}. (35) 
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In such a case, Eq. (34) is transformed into 

Prob{rl EAn rzEAn rl> rz<iS. C.} 

= Prob{rl E A I rl, rz <is. C. }Prob{rz EA n rl, rz <is. C.}, 

(36) 

which can be reduced to Eq. (1). To sum up, Miller's 
definition (iii) implies our independence requirement 
(v), provided that Brown's symmetry condition (viii) is 
fulfilled. Unfortunately, we have not yet produced any 
asymmetric model that satisfies both of the two indepen
dence criteria (iii? and (v). 

Finally we wish to correct some expressions for the 
effective permittivity of asymmetric cell materials de
rived in Refs. 1 and 2. Let the permittivity e(r) be eA 
in phase A and eB in phase B. Denote ensemble averag
ing by angular brackets and put e'er) =e(r) - (e). Then the 
two-point moment (e' (r t)e' (r2» becomes 

(e'(rt)e' (r2» = e'lProb{rt E An r t , r 2 E S. C.} 

+ e~2Prob{rt E Bn r t, r 2 E S. C.} 

+e1Prob{rt EA n r 2EAn r t , r 2 riS. C.} 

+ e~e~Prob{rt E An r 2 E Bn r t , r 2 ri S. C.} 

+ e~e~Prob{rt E B n r 2 E A n r t, r 2 ri S. C.} 

+e~2Prob{rt E Bn r 2E Bn r t , r 2riS. C.}, (37) 

where €~ = eA - (e) and e~ = eB - (e). For a symmetric cell 
material satisfying (viii), substitution of Eqs. (3) and 
(8) into Eq. (37) yields 

(e' (rt)e' (r2» 

= (e,2)Prob{rt , r 2 E S. C.}+ (e')2Prob{rt, r 2 ri S. C.} 

= (e,2)Prob{rt, r 2 E S. C.}. (38) 
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This is equivalent to Eq. (3.5) in Ref. 1, so that pre
vious results need no revision. In the asymmetric case, 
nevertheless, Eq. (37) does not ensure the validity of 
simple averaging formulas such as Eq. (3.3) of Ref. 1, 
because the last four terms on the right-hand side of 
Eq. (37) can give nonzero contributions. Similarly, 
Eqs. (5.18) and (5.19) in Ref. 2 do not hold true. In 
general, it is difficult to compute two- or more-point 
moments for asymmetric cell materials. 
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Properties of a set of operators introduced by Baker, Coon, and Yu are discussed. The operators involve 
generalizations of harmonic oscillator operators and facilitate the construction of a family of dual resonance 
models which includes the Veneziano model as a limiting case. Matm representations of the operators are 
constructed, and it is shown that the operators have finite norm in contrast with the unboundedness of 
creation and annihilation operators of the Veneziano model. 

I. INTRODUCTION 

Recently, Baker, Coon, and Yu 1 (hereafter referred 
to as I) introduced an operator formulation of a one
parameter family of dual resonance models 2- 4 which 
includes the Veneziano model as a limiting case. The 
operator formulation (I) is similar to the operator 
formulation of the Veneziano model which was found by 
Fubini, Gordon, and Veneziano 5 and Nambu. 6 An in
teresting difference is that, in I, a finite number of 
operators "replace" the infinite number of operators of 
the Veneziano model formulations. 5,6 This gain is only 
partially offset by the fact that the new operators are 
not quite as simple as harmonic oscillator operators 
because they have additional advantage over the corre
sponding Veneziano model operators in that they are 
bounded. There is apparently a highly nontrivial element 
involved here since there seems to be no simple way to 
re-express the new operators in terms of harmonic 
oscillator operators even apart from the fact that re
expressing bounded operators in terms of unbounded 
operators is not advantageous. From the point of view 
of construction of dual models it is clear that the new 
operators represent a considerable mathematical im
provement since a class of models which is wider than 
the Veneziano model can be expressed in terms of a 
smaller (finite rather than infinite) number of operators 
with better properties. 

To our knowledge, the new operators have not pre
viously appeared in the literature. The purpose of this 
paper is to provide some mathematical information 
about the operators themselves and to point out some of 
their interesting properties. Apart from their useful
ness in formulating dual resonance theories, the new 
operators may have some significance from a purely 
mathematical point of view. The parameter which 
characterizes the operators and the associated dual 
resonance models 2-4 is directly related to the parameter 
which occurs in elliptic theta functions. 7,8 There are 
also connections with number theory 9 and the permuta
tion group. 4 

In Sec. II, the equations satisfied by the operators of 
I are given and explicit infinite matrix representations 
of the operators are constructed. The set of creation 
and annihilation operators is not closed under a com
mutation relation. The infinite algebra generated by 
these operators is analyzed in Sec. III, and it is shown 
that all elements of the algebra have finite norm. We 
refer to the algebra as a q-algebra since it is charac
terized by a parameter q with 0 < q < 10 In the limit q - 1, 
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the creation and annihilation operators of the q-algebra 
become the usual unbounded harmonic oscillator 
operators. 

II. REPRESENTATIONS OF THE OPERATORS 

The creation operators at" and the annihilation 
operators a" satisfy the relation: 

a"atv=qatva,,+o~ with f..L,v=I,2,3, ••• ,D 

and 10 0 < q < 1. The inverse Hamiltonian satisfies 

a,.H-1 = qH-1a,., H =Ht 

and the vacuum 10) with (0 10) = 1 satisfies 

a,. 10)=0 

and 

(1) 

(2) 

(3) 

For each integer l, the "l-particle" states and the con
jugate states are defined by 

1f..L1f..L2 ••• f..L /) =at"lat"l-l ••• a t"110), 

(f..L 1 ••• f..L/1 ",(0 la"l al4z '" a"I' 

There are DI linearly independent l-particle states. 

It follows from (2), (3), and (4) that 

H-
1

1f..L1f..L 2·" f..L /)=q
/

lf..Llf..L2 ••• Ill) 

and from (1) and (3) that 

with 

"1"2'" " I 
(V1V2···V/If..L11l2··· 1l1)=NvIV2'" VI 

N"I"2'" "I = L: qT 0"1 0"2 ••• 0"1 
V1V2 '" V, P ViI vi

2 
vI,' 

(4) 

(5) 

(6) 

where the summation is over all permutations (ili2 .•• i I) 
of (1, 2 .. 'l) and T is the minimum number of adjacent 
transpositions needed to generate the permutation. At 
this point we introduce the notation 

X = (Xl "'X ,) 

for brevity and define the inverse N-l of the tensor N by 11 

We define 

<,v I =N",/" (f..L I (summation over f..L;'s) 
and 
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It then follows that 

(7) 

(8) 

We take these relations as the starting point for our in
finite matrix representation. 

We first identify the states I ~l ... ~ ,} with infinite 
component column vectors: 

o 
o 

o 
1 
o 

with 1 as the nth component where n == ~l + D ~2 + ... 

zeros everywhere else. The direct product notation is 
such that 1~1 ••. ~,) - 11"1 ® ••• ® l' and 

'" 

"'J 
The general form of the matrices a" is fixed by mani
pulating the commutation relation (2) 

a"H-l == qH-la". 

By using Eq. (9), 

I; (a,,)jJhji==qI; hj~(a")Jk 
J J 

yields 

(a" )fkq~ == q q/(a,,) /k== q/+l(a",) /k 

and 0 < q < 1 implies (a"')/k== 0 unless k == i + 1. 

To find the form of the submatrix (a",)/.I+u we use the 
commutation relations 

a .. a tv == q at"a .. + /)~. + D'-l ~ I' The remaining components are all zero. Simi- ~ ~ ~ 
larly, we identify the conjugate tilde states (v~,1 which gives 

(1) 

with infinite component row vectors (v~,1 
= (00···010 ..• ) with 1 as the nth component with n= VI (a")/,j+l a~~l,/ =q at 1-1 (a", )1-1,1 + /)~ (® I I). 

+Dv2 + "·+Dl-lv ,• The scalar product as defined by (7), 
instead of (6), becomes matrix multiplication. To simplify the notation, we define 

To construct the infinite matrix representation of 
operators, it is most convenient to write an infinite 
matrix A as a supermatrix conSisting of submatrices in 
the following block form. The matrix A is written as 

where Cl U is a D'XDJ submatrix for i,j::::::O, 1,2, .... With 
this convention, it follows from (8) that 

H- l = (hj}) with hj~ = qla IJ( ®' I), (9) 

where I is the DXD unit matrix and ®' I is the direct 
product of I with itself j times. Note that H"l is diagonal: 

. 'J .. , 

.. 

where each block stands for the appropriate submatrix 
so that q' represents q' times the D'xD' unit matrix. 

The matrices a+l' are determined by [see (4)] 

at"I~1~2'" ~,)= 1~1~2'" ~,~)' 
and they are seen to be of the form 

at'" = (ajj), where a~j is nonzero only for i=j + 1, 

(10) 

where 11'" is D x 1 column with 1 in the ~th place and 
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a"'l s;(a")I,I+l and aj" s;(at")/+l.l' 

Then 

a"'laj"==qaf-la""j-1 +/)~(®'I) 

and substituting aj" =®11 ®11" [Eq. (10)] into this relation 
yields 

a" ,( ® II ®11") = q( ® HI ®1I")a", ,1-1 + /)~ (® II). 

Multiplying both sides from the left by ®II ® 1/1" (where 1/J" 
is the transpose of I/f) and summing over II, we get 

a"'l = q(®I-l I®1I")a""I_l( ®I 1 ®1/J,,) +®'I®1/I",. 

This equation can be iterated to solve for a"" solely in 
terms of direct products of 1 and 1/J",: 

a",o==1/J". 

a"l =qlll/!,,(1®1/J~ ) +I®I/!I' 
I 

==ql/!~1/I1'®1/!~1 +I®1/J" , 

... , 

" a = I; ql(®""11)®!/J~'!/J ®!/JAI-l!/J ® ... ® !/JAl1/J ®!/J 
I'ft '.1 "AI ~ Al 

+®"1®1/J", 
or 

aA == t ql(®,,"II)®ll1/J ®l21/J ®1/JAs W ® ••• ®l' w ®!/J. 0" 1-0 Au ~ ~ AI_l ~I 

(11) 
This completes the construction of matrix representa
tions of au and at", which are given by Eqs. (11) and (10). 

III. STRUCTURE OF THE Q-ALGEBRA 
Let B be the set of all double finite (possibly empty) 
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sequences of integers between 1 and N (inclusively). We 
associate 

with 

(12) 

and let A be the set of all formal linear combinations 
of a finite number of elements of B over a field 1: 

(13) 

where C j Eland a j E B. (For the family of dual reso
nance models ]- is the field of complex numbers.) Thus 
the product of an element of A with an element of 1 is 
naturally defined in A. Also, under addition A is an 
Abelian group. The zero element 0 is the empty linear 
combination, and the additive inverse of A E A is (- l)A. 
Therefore, A is a vector space over 1 and B is a basis 
of A. 

Let ¢ be the empty sequence and denote the element 
(¢ ; 0) of A by n. Multiplication in A is defined by 

(i) ({a}; {S})(0; {v}) ="({a}; {S}, {v}), (14) 

(15) 

(i) [{a}; {j3}] is linear on HI> 

(ii) [{a}; {j3}] ({/J.}; 0) ="P{({a}; {S})({J-L}; ¢» E HI 

(21) 

for any ({/J.}; 0) in PB. 

For any A=cl({al }; {Sl}) + ... +cn({a,};{SJ)EA, de
fine a linear operator O(A) on HI by 

Thus the operators 0 (A) acting on the space HI form a 
representation of A via the mapping O. It is easy to 
show that 

O(A)O(B) = O(AB) 

forA, BEA. 

Let us define a scalar product [in the spirit of Eq. 
(18)] in HI by 

(23) 

(i) «/J.l"'" /J. n); (vl , ... , vm»=o~o:ll ..• o~~, (24) 

(ii) (<1>;<1»=1, (25) 

and (ii) ({ a}; ¢)( { v}; {j3}) =" ( { a}, {v}; {j3}) , 

(iii) (0; A) (/J.;~) ="q(/J.; A) + o~ n, (16) (iii) (aA,bB)=a*b(A,B) fora,bE) and A, BEHl' 

(iv) multiplication is associative, 

(v) multiplication is distributive, 

(aA + bB) (cC) = (ac)(AC) + (bc) (BC), 

(cC) (aA + bB) = (ca) (CA) + (cb) (CB) 

for a, b, c Eland A,B, C EA. 

(17) 

Here {a}, {S}, and {v} are possibly empty sequences 
of integers, {a}, {j3}=,,{a l ••• a,/31 "'j3m}' o~ is the 
Kronecker delta in 7-, and q is a fixed element of ]-. 
(For the family of dual resonance models q is real and 
0< q < 1. ) The A becomes an associative algebra, and 
we will call a q-algebra. The identity of multiplication 
is n. 

It follows from the definition of multiplication that 

(6; v) (/J.I' ... , /J.,; 6) 

where we have used the shorthand notation 

(/J.l,···,/J.,)="(/J.l>···,/J.n; 0) 
for a basis vector of HI and 

<I> ="(0, ¢). 

(26) 

(27) 

(28) 

The Hilbert space H obtained by the completion of H 1 

with respect to this scalar product is also a representa
tion of A. An element of H is an infinite series 

A= 6 A(IL) ({/J.}), 
(IL) 

(29) 

where the series L: [IL) IA/ IL ) 12 is Cauchy convergent. The 
scalar product of the above A with another element 

B= 6 B(v) ({v}) 
(v) 

of H is induced by the scalar product in H 1 : 

(A, B) =" 6 AtIL) B(IL)' 
(IL) 

(30) 

Natural representation of A 

(18) The norm of A is 

IIAII=" 6 /A(IL)/2, 
(IL) 

(31) 

We define a linear projection operator P on A by which converges for every A E H. 
P«{a}; ¢» = ({ a}; ¢), 

and 
Bound of operators 

P( { a }; {j3}) = 0 (19) For all A in H as given by Eq. (31) 

[A; ¢]A= 6 A(IL)(A,{/J.}), 
[IL) 

for any nonempty sequence {S}. Let 

HI="PA· (20) II[A;¢]AII=IIAII; 
P B is a basis of HI' 

We now restrict 1 to the field of complex numbers. 
For any ({a}; {j3})EA, define an operator [{a}; {j3}] on 
HI by 

1778 J. Math. Phys., Vol. 16, No.9, September 1975 

hence 

II[A; ¢]II = 1. 

Similarly 
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1I[{J.L};¢]1I=1, (34) 

for a possibly empty sequence {IJ.}. 

To find the bound of [¢ ; x], let 

A(nl;;; L; A"'I"''''''(J.LI···J.L,,) 
"'1··· Un 

be a vector in that subspace of H spanned by basis vec
tors of n integers. Then, by Eq. (18), 

where 

and 

A(,.. n;;;A"'I"'''' ""'1"'''' I' t 1-1 rr-

The square of its norm is 

II[¢; X]A (nl ll2 = L: I t ql-I A(,...il \2 
(,.., Id 

On the other hand, 

IIA(nlIl2= L; IA"'I"'''' 12 ~ L; IA(,...nI 2, 
"l···"n ,. 1£1-··",...1 

so that for q ~O 

(l+q+'" +qn)211A(nlIl2~L; t qi+J-2IA(,...ilI2. 
(,.., I.Jal 

Therefore, 

(1 + q + ..• + qn)211 A (nllF -II[ ¢; x)A (nl ll2 

" = i &; I~l ql+J-
2

IA (,.. .o-A(,...Jl 12 ~ O. 

Thus, 

II[ If; x)A (nlll.;; (1 + q + ... + q(nl)IIA ("lll. 

Any vector A E H has the form 
.. 

A=6 A(n) 
/1=0 

Since ([ ¢; x)A (n>, [e); x]A (ml) = 0 for n'" m, 

.. 
1I[e); A]AW= L; II[¢; A]A(nlW 

/1=0 .. 
.;; 2; (1 + .. , + q")2I1A ("lIl2 .;; [1/(1 _ q)2] 11A1I2. 

n=0 

Therefore, for 0 .;; q < 1 
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(35) 

II[¢; x]AlI.;; [1/(1- q)] IlAll 

for any vector A E H, from which we conclude 

II[¢; x]ll.;; 1/(1- q). 

Let B(" l E H be given by 

B("l=(i\, .•• , x) 

where there are n i\'s. Then 

and 

(36) 

(37) 

(38) 

Given any t> 0, we can always find an integer no such 
that 

11/(l-q)-(1+"'+qn-l)l<t, for n<no, O~q<1. 

Therefore, combining this with (37) and (38), we have 

II[¢; i\]11 = 1/(1- q). (39) 

Thus we have proven 

II[{J.L}; Al ... A,]II.;; 1/(1- q)' 

and it is easy to show that actually equality holds. Since 
the q-algebra consists of all finite linear combination of 
[{J.L}, {A}], all the elements of the q-algebra have finite 
norm. 
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Null geodesic deviation.1. Conformally flat space-times 
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The equation of geodesic deviation is solved in confonnally flat space-time in a covariant manner. The 
solution is given as an integral equation for general geodesics. The solution is then used to evaluate second 
derivatives of the world function and derivatives of the parallel propagator, which need to be known in 
order to find the Green's function for wave equations in curved space-time. A method of null geodesic 
limits of two-point functions is discussed, and used to find the scalar Green's function as an iterative series. 

PACS numbers: 04.20.C, 02.40.H 

1. INTRODUCTION 

The equation of geodesic deviation is fundamental in 
the operational definition of the curvature of space-time 
in a coordinate independent manner. 1 Although this def
inition depends only on the local deviation of geodeSics, 
one many wish to find the deviation of geodesics after 
a finite change in the affine parameter, given suitable 
initial conditions. For example, a study of null geodeSic 
deviation, applicable to photon traj ectories, would de
scribe much of the optical phenomena associated with 
curved space-time. A knowledge of geodesic deviation 
is also needed to evaluate, or simplify, the first and 
higher derivatives of two-point geometrical quantities, 2 
e. g., the world function2 (or geodetiC intervaI3

), the 
parallel propagator2 (or parallel displacement bivector3), 

and other geometric quantities related to these. Since 
these geometrical quantities exist independent of a co
ordinate system, it would be desirable if such deriva
tives could be expressed in a coordinate independent 
manner, i. e., in terms of other geometrical quantities. 
The particular application envisioned here is to the 
study of Green's functions for perturbation equations 
(scalar, electromagnetic, and gravitational) in selected 
space-times. For this study it suffices to solve the equa
tion of geodesic deviation only for null or near null 
geodesics. 

If one can solve the geodesic equation in some coor
dinate system, one can compute directly the geodesic 
deviation for particular initial values. The deviation 
vector will not, of course, be expressed in coordinate 
independent geometrical quantities, and the procedure 
may be poor for numerical computations, since one 
would need to evaluate small differences in numerically 
evaluated quantities, A more direct approach has been 
discussed by Synge. 2 Here one defines an orthogonal 
tetrad at one space-time point and establishes the tetrad 
at other space-time points by parallel transport along 
geodeSics. By considering tetrad components of the de
viation vector and Riemann tensor, the equation of geo
desic deviation can be written as an integral equation 
with specified end values of the deviation vector. For a 
general space-time this can be solved only by iteration, 
giving, in effect, an expansion of the solution in powers 
of the Riemann tensor. This solution is applied by 
Synge2 to the evaluation of covariant derivatives of geo
metrical quantities, given as a similar expansion. For 
weak gravitational fields such an expansio.n has been 
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useful in consideration of Green's functions for pertur
bation fields. 4 

The tetrad method does not take advantage of possible 
symmetries in the Riemann tensor for particular geome
tries, since although the original tetrad may be chosen 
to exhibit these symmetries, the parallel propagated 
tetrad, in general, will not. We consider a covariant 
method of solution of the equation of geodesiC deviation 
which is useful when the Riemann tensor can be simply 
expressed in terms of geometrically defined, lower 
rank tensor fields. The deviation vector, in effect, is 
resolved in terms of field projections rather than co
ordinate components or tetrad components. A trial solu
tion of the deviation vector is constructed out of the vec
tor and its projections, using available geometrical 
fields. Substitution of the trial solution into the equation 
of geodesic deviation leads to a series of differential 
equations for the coefficients of the various terms, 
which can then be solved by standard techniques. The 
solution can then be applied to the calculations of co
variant derivatives of the two-point geometrical quanti
ties, following Synge. 

In this paper we illustrate the method by applying the 
formalism to any conformally flat space-time. The 
most reasonable physical geometries of this type are 
the Friedmann cosmological models; we will, however, 
keep our solution general, expressing quantitip.s in 
terms of the geometric scalar field that relates the con
formally flat metric to a flat metric by a conformal 
transformation. 2 We will illustrate some of the applica
tions of this method by calculating covariant derivatives 
of selected geometrical quantities, which would other
wise be given as a series expansion in powers of the 
Riemann tensor, and by constructing the scalar Green's 
function for the scalar wave equation in this geometry. 

2. GEODESIC DEVIATION 

Consider a family of geodesics with special param
eter u emanating from a fixed point Xl (with U = Ul) and 
terminating at a variable point xz(v) (with u=uz) on an 
arbitrary curve C(v). This defines a two- space xl" (u, v) 
with tangent vectors to the geodesics if = o~ lou and 
deviation vector V'" = ox'" /ov. The equation of geodesic 
deviation is thenz 

(2.1) 
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We wish to solve (2. 1) for specified end values of the 
deviation vector VU; here we choose v" 1 = yt' (Ut) = 0 
and v"2:::: V14 (U2)' which is an arbitrary vector at x2' 

The solution for v"1"* 0 can be obtained by a superposi
tion of the solution generated here and this solution with 
Ul and Uz interchanged. 

One integral along the geodesic of (2. 1) is immediate
ly found by multiplying (2. 1) by U14 and using the fact 
that ()Cf' /6u = 0, since Cf' is the tangent vector along 
the geodesic. This gives the result that BZ(UI'VU)/Buz 

= 0, which can be integrated with the assigned end val
ues to give 

(2.2) 

For the case of a general Riemann tensor no other such 
integrals are found. 

We now specialize to the case of a conformally flat 
space-time for which geometry the Weyl tensor C14 "OlB 

:::: 0 everywhere. For such a metric there is a scalar 
function l/J which relates the conformally flat metric to 
a flat space-time metric by a conformal transformation 

gl4v=e-~ttv==Czt;.v' (2.3) 

In terms of l/J the Riemann tensor can be written as 

R!" aay =:: - ()14 ,.p aa + rr sP exy + gOl.yP14 B - ga aP 14 y, 

where P 14V is defined in terms of l/J as 

(2.4) 

(2.5) 

and where covariant differentiation in (2.5) is carried 
out with respect to the conformally flat metric gl4v' 

Substitution of (2.4) and (2. 5) into (2.1) yields the 
equation of geodesic deviation for a conformally flat 
space-time 

()zyt' + U'" (BC;a) J!" _ V" dZC = pi' 
~ C 6u cdil"' (2.6) 

where C(u) =:: G{x(u» is defined by (2.3) and pi' is given 
by 

with 

(2.8) 

Given the fiducial geodesic ~ (u){v = 0), G{u), l/J;I4, and 
l/J;I4;v are all known functions of u. The only unknown is 
?' (u). Note that from (2. 2) the first term of (2.7) is a 
known function of u and thus its contribution in (2.6) can 
be treated as an inhomogeneous term in the differential 
equation. If the fiducial geodesic is null, even though 
the test geodesics may be nonnull, the second term of 
(2.7) vanishes. If the fiducial geodesic is nearly null, 
we can conSider, to first order in UO/ if, the second 
term in (2.7) to be known, since one can use for?' the 
solution derived for the null case. 

ConSider the equation (2. 6) with pi' = 0, which we call 
the homogeneous equation. The solution of the homo
geneous equation is given as a superposition of two vec
tors I! 0/2 J!"z and U'" with coefficients which are func
tions of u. With F" of. 0, we add a term which we call the 
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inhomogeneous solution V~, which is assumed to be de
termined from F'. The solution of (2.6) can then be 
given as 

V" =g{u)!! "2 y<'z + h{u)U" + Vi, (2.9) 

where g(u) and h(u) are the scalar coefficients subject 
to the boundary conditions g(Ul) = h(ut) = h{uz) = 0, g(uz) 
= 1; !!" is the parallel propagator, which parallel z 
transports the deviation vector at Xz to the point x(u) 
along the geodesic; and the boundary conditions of the 
inhomogeneous solution vr are chosen so that vr l =:: V;z 
:::: O. Substituting (2.9) into (2.6) and requiring that the 
coefficients of like vectors vanish gives the series of 
differential equations for g, h, and vr: 

(2.10) 

(2. 11) 

(2.12) 

where 

(2.13) 

In deriving these differential equations we have made 
use of the fact that BI! "/ 6u = O. 

The two independent solution of (2.10) are G(u) and 
C(u) f" dU' / GZ(u'). Imposing the boundary conditions g(UI) 

= 0, g(uz) =:: 1 gives the solution of (2. 10) 

g(u) = G(u)A(u)/GzAz, (2.14) 

where 

(2.15) 

and Gz =:: G(uz), A z ::::A{uz). The same solutions of the 
homogeneous equation are used to generate the solution 
of (2. 12) subject to the boundary conditions V}'l == V}' CUI) 
:::: 0 and Vi'z == Vi' (uz) = 0: 

V}' (u) :::: C (u) [If' (u) - A (u)!! az!Fz/ A z], (2.16) 

where 

[" d ' 1"' If'(U)=)Ul C2~') UJ duIG(u")l!a'YX" (2.17) 

and If'2::::If' (uz). Giveng(u) from (2.14) and Vj from 
(2.16), we then known r and thus the right side of 
(2.11). Subject to the boundary conditions h(UI) = h{uz) 
:::: 0, this gives the expreSsion for h(u): 

h(u)=-K(u) + u-ul K z, 
UZ-Ul 

where 

K(u)=::f: du'il"' dU"~e~~·) ~'. 

(2.18) 

(2. 19) 

The sum of the three terms in (2.9), using our solutions 
(2.14), (2.16), and (2.18), define the deviation vector 
over the range Ul ." U." Uz. If we multiply (2.9) by U14 , 
it can be shown directly that our solution satisfies 
(2.2). 
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If the fiducial geodeSic is null, then our solution gives 
the deviation vector once the end value ~a is specified. 
If the fiducial geodesic is not null, then the deviation 
vector ~ appears in F", which is needed to generate 
V}', giving an integral equation for yI' 0 Since the term 
with ~ appears multiplied by the factor U",U", we can 
generate a series solution for yI' in powers of the pa
rameter U", U" 0 This is unlike the expansion of Synge, a 
since our result is exact for null fiducial geodesics. We 
note also the fact that the solution for g(u) does not de
pend on such an expansion in powers of the parameter 
U",U". 

For our later use it is desirable to have VI' explicitly 
in terms of the end point deviation ~ao Define the two
point tensor ~ "2 by 

yI' == ~ Vz V"z. (2. 20) 

Then S" Vz has the explicit form 

S" va == g(u)g" vz + G(u) (W" _ A(u)~:a W"'2) UV2 

where 

_ if (Xvz(u) _ u - U1 X Va (!I2)) 
uz-~ 

- U" U Vz (J(u) - u - ~ Ja) uz- U1 

- U",U" [G(u) (M' va- A(U)t';aa~ava) 

nnJ. _ U d "GnP Q"'" • .8" U - U1 l Ud 'iu, " 
w - ~ U 5 ",,, S"U·· , 

"1 "1 Ua-~ 

G (M
>''' A(U"),i'" "'aua.ava ) 

x -A#I v2- . , A z 

(2.21) 

Again note that if U", ua. == 0, the solution is given in 
closed form, but if U",ua. *0, the solution is given in 
iterated form, since the solution appears in the expres
sion for the matrix M" Vz" 

3. GEOMETRICAL RELATIONS 

We now show how the solution to the equation of geo
desic deviation is used to evaluate first and higher de
rivatives of two-point geometrical quantities, following 
Synge. z Let 0 be one-half the square of the proper time 
between Xl and xa along the geodesic joining Xl and xz• 
We assume that Xl and Xz are not conjugate points, i. eo, 
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that there is only one geodesic which joins them. 0 is 
called the world function by Syngea and the geodetic in
terval by DeWitt. 3 The covariant derivatives of 0 at 
the end points are related to the tangent vectors by 

0;"1 ==- (Ua- U1)U"1' 

O;"a == (Ua - U1)U"a' 

from which it follows that O.",o;a == 20, and t' '" .0;"" 
== - 0;". To evaluate second'derivatives of 0, we take 
the variation of (3.1) with respect to v, giving 

O;"l;Va V"z== - (ua - U1) (~1')1' 
0;" a;va V"a == (uz - Ut) (

0 ~/L ) z' 

(3.2a) 

(3.2b) 

where we have used the fact that OU" lov == oV"lou. From 
Sec. 2 we have the solution for VI' (u) and therefore we 
can express oyl'/ou at each of the end points in terms 
of V"a, the arbitrary end-point deviation. In (3. 2a) and 
(3.2b) this means that coefficients of V"2 on both sides 
of this equation must be equal, giving the desired de
rivatives of 0 explicitly in terms of known quantities. 
Formally this gives 

(3.3) 

We shall evaluate these derivatives only for null fiducial 
geodesics, U", ua. == O. Higher order terms in the param
eter U", U" will be denoted by 0(0). From (3.3) and (3.4) 
we have 

(3.5) 

O;"a;va == (ua - U1) [(~: + G~z) g"2va - (B"zUva + U"zBva) 

+(La-J'(Ua)+~)U" UV J+O(O), (3.6) 
Ua- U1 a a 

where 

and prime indicates differentiation with respect to u. 
It is straightforward to verify that O"1 0 ;"1;Va == - Uva, 
rfZO;"l;VZ == - U"l and if aol"a;vz == Uva, as is required 
from differentiating the identity 0.",0;'" == 20 with re
spect to either end point. The con'traction of (3.6) is 
especially simple 

0;" a;" a == 2 [(UZ - Ul) (~: + G~a) + IJ + 0(0). (3.7) 

Higher derivatives of 0 are found by varying (3.5) or 
(3.6) with respect to the parameter v. This requires a 
knowledge of the variation of the parallel propagator, 
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which therefore implies a knowledge of the covariant 
der'ivative of the parallel propagator. Following Synge, Z 

the variation in gl'l"a for an arbitrary end-point deriva
tion vector V"z is given by 

(3.8) 

Writing yr' in the form (2.20) and equating coefficients 
of 02 gives 

(3.9) 

where S""2 is given in (2.21). Further derivatives of the 
parallel propagator are evaluated by varying (3. 9) with 
respect to v. As in the case of computing the higher 
than second derivatives of the world function, the result
ing expressions are in general quite complicated. One 
must be careful, too, in making these evaluations since 
the terms of o(n), which do not contribute to lower 
order derivatives for null fiducial geodesics, may be
come important for higher order derivatives. This fact 
arises because o(U",(J"')/ov = 20(U", V")/au= 2U",z V"2/ 
(U2 - Ul)' Thus the variation with respect to v of a term 
of order n gives a term of order 1 in general. In appli
cation to Green's functions, however, there is much 
simplicity in that contributions will often be found mul
tiplied by o(n), which automatically eliminates any 
terms of order n, and also in that only particular com
binations of derivatives need to be found. We illustrate 
this by considering the Green's function-for the scalar 
wave equation, using the relations we have derived here. 

4. SCALAR GREEN'S FUNCTION 

The scalar Green's function is defined as the solution 
of the inhomogeneous scalar wave equation 

i/!;",;'" +aRIjI= 04 (x, z), (4.1) 

where a is a dimensionless constant and 0' is a scalar 
two-point function which vanishes unless x:=. z and which 
satisfies the integral relation J 04 (x , z) .j - get-x == 1. The 
covariant solution of (4.1) in flat space-time is 

IjI(O) = (1/41T)oR(n), (4.2) 

where n is the world function and OR gives a contribu
tion only from the retarded root of n == O. If we assume 
that the leading contribution in curved space-time is 
of the form (4.2) (with implied summation over multi
ple null geodesics), then a series solution in powers of 
the Riemann tensor of (4.1) can be generated from the 
integral equation 

ljI(x, z) = i/!(O)(x, z) - (1/47T) J[aRoR(n(X', z» 

+ o~(n(x', z»(n;a;a - 4)]IjI(x, x').j -get-x'. (4.3) 

Although the series generated from (4.3) may be useful 
in the case of weak gravitational fields, it is clear on 
phYSical grounds that it fails if the geometry because 
highly curved, as would be the case near a black hole. 
As an example of this, (4.2) Signifies that the leading 
contribution is given equal weight for all null geodeSics, 
where it is clear on phYSical grounds that null geodesics 
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which wrap around the black hole many times must con
tribute a much smaller amount than do the prinCipal null 
geodesics. Further we see that the right side of (4.3) 
involves a derivative of the li function, which means that 
terms of order n will have to be included in the evalua
tion of n;",;'" • 

The structure of curved space-time wave equations 
has been investigated by DeWitts follOWing earlier 
studies by Hadamard. 5 The important feature for our 
investigation is that the sharply propagated contribution 
is, in general, not (4.2), but rather 

~(O) == (.:).1/Z/41T)OR(n), (4.4) 

where the two-point scalar.:). is defined by 

(4.5) 

From (4.5) it follows that .:).112 satisfies the differential 
equation 

~ (1/2) _ 1 (n;a ) 
d in.:). - - 2( ) ···a -4 , U U-Ul • 

(4.6) 

where U is the affine parameter on the geodesic connect
ing the two points, and implied summation over multi
ple geodesics again holds. The remaining contributions 
to IjI are smeared out inside the light cone and are gen
erally called the tail of the Green's function. In flat 
space-time .:).1/2 = 1, so that (4.4) is then in agreement 
with (4.2). In curved space-time we can use (4.4) to 
generate an integral equation, analogous to (4.3), which 
exhibits the tail term explicitly. Thus the solution of 
(4.1) is given by 

ljI(x, z) == ~(O)(x, z) - (1/47T) I [aR.:).1 /2(x', z) + (.:).1/2);a ;a] 

X OR(n{X', z»IjI{x, x')"-iet-x'. (4.7) 

Note that with the leading term given by (4.4), the cor
rections involve the undifferentiated 0 function, so that 
the quantity (.:).1/2);a;'" needs to be evaluated only up to 
order nO. 

The solution (4.7), when iterated, gives a graphical 
representation in space-time of the generation of the 
Green's function from the source. The dominant contri
bution is that which is propagated sharply along null 
geodesics. The next order represents a contribution 
which sharply propagates along null geodesics to an in
termediate point x', scatters off the curvature [repre
sented by R or (.:).l/Z);a;a], and then sharply propagates 
from the intermediate point to the observer point x. 
,There is then a coherent sum (integral) over all inter
mediate pOints x' of these single scattered contributions. 
The next order indicates sharp propagation to a first 
scattering, sharp propagation from that to a second 
scattering, and sharp propagation from that to the ob
server, with summations (integrations) over all inter
mediate points. The iterated solution (4.7) thus shows 
how the signal in a curved space-time gets smeared 
out inside the light cone. 

The calculation of the scattering strength, which in
volves (.:).1/2);",;a, depends on evaluating (4.5) or solving 
(4.6), which requires a knowledge of the second deriva
tives of the world function. In a general space-time 
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this would have to be calculated using the methods of 
Synge, 2 generating a solution as a power series in the 
Riemann tensor. Thus one could characterize the order 
of the scattering by the power of the Riemann tensor 
which appears in each term of the series. The general 
iterated solution would then involve a double infinite 
series. One could arrange this series in a triangular 
fashion, e. g., combining the term representing two 
first order scattering with the term representing a sin
gle second order scattering. 

For conformally flat space-times we can calculate 
~l /2 along the null geodesic, either directly from (4.5), 
or by solving the differential equation (4.6). If we use 
(4. 5), it is easiest to choose a parallel propagated tet
rad and evaluate the determinant from the tetrad com
ponents. If the null vector if had tetrad components 
U(O) = U(l), U(2) = U(3) = 0, then, from the requirement 
that 0;" ;v.O;v. = 0;" and 0;" ;v'O;" = O;vl, A must be given 
in terms of the tetrad components by 

(4.8) 

On the other hand, comparing (4. 8) with our derived 
expression (3.5), we see that, to zeroth order in n, 
0(2) (3') = 0(3)(2') = 0 and 0(2)(2') = 0(3)(3') = - (U2 - ut)/ 
Gl G~2' which implies that Ai /2 is 

Al/2- Ua - Ul 

- G1G2f~2du/G2 
(4.9) 

if the points Xl and xa are separated by a null geodesic. 
This same relation can be derived from integrating the 
differential equation (4.6), using (3.7) and taking care 
to distinguish between derivatives with respect to U 

keeping the end points fixed and derivatives with re
spect to a variable end point u2' We see that the only 
way in which Ai /2 can become infinite, generally the 
condition for a caustic surface, is for G to be zero at 
one of the end points. The expression (4.9) therefore 
gives the explicit determination of the dominant term in 
the scalar Green's function, (4.4). There is no need 
here to worry about off-null geodesic contribution since 
the terms we have been ignoring are of order 0, which 
give 0 when multiplied by 6(0). 

The calculation is not so easily done for the correction 
term in (4.7), which involves the quantity (~l /2);,,:" 
evaluated along a null geodesic. Suppose that Al/2 is 
given as an expansion in powers of 0; i. e. , 

Al/2=A +BO + cn2 + .... 

Then (Ai /2);,,;" would be given as an expansion 

(Al / 2);,,;" =A;,,;" + 2B;"n;" + o(n) 

so that an evaluation of (Ai /2)'01;" along the null geodesic 
requires a knowledge of Al/2 to first order in n off the 
null geodesic. Therefore, it does not suffice to compute 
the d'Alembertian of (4.9) directly for use in (4.7). 

5. NULL GEODESIC LIMITS 

The brute force calculation of derivatives of geom
etrical quantities is not always the most efficient meth
od to use, as we now demonstrate. If we make use of 
the symmetries of the Riemann tensor and the form of 
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the second derivatives of the world function, we can ex
tract much information by considering the limits of two
point geometrical quantities as the pOints X and x' be
come separated by a null geodesic. We call such limits 
null geodeSic limits (NGL), which form a generalization 
of the coincidence limits (x - x') considered by Synge. 

From (3.6) we have shown that the second derivatives 
of the world function for conformally flat space-times 
have the form 

(5.1) 

where D and E" could be explicitly determined, to order 
no, from (3.6). The identity n;vo;";v=O;,, applied to 
(5. 1) implies the relations 

E"'n;,,= 1- D + m (5.2) 

where 1 is an undetermined function at this point, and 

OWI"v + 2E" + In;" = O. (5.3) 

It should be noted that the form of (5.1) does not give 
a unique prescription for D, E", or I"v' In fact O;,,;v 
remains the same under the transformation 

I"v - I"v + a.g"v + 13" O;v + n;"i3v 

D-D - a.n, E" -E" - i3"n. (5.4) 

We will find it convenient later to choose a particular 
guage. 

If we differentiate o;"n;";01 = n;", we find 

We then substitute (5.1) and (2.4) into (5.6). In the NGL 
the last term of (5.1) does not appear, and the result of 
the substitution in the NGL gives the equalities 

(NGL) (5.7) 

(NGL) 

(5.8) 

which represent the differential equations for the fields 
D and E" along the null geodesic. It may be verified 
that the functions found in (3.6), when expressed expli
citly in the form of D and E", satisfy (5.7) and (5.8) 
in the NGL. 

Although (5.6) gives one relation involving third de
rivatives of 0, a more detailed relation can be obtained 
by differentiating (5.1) and taking the NGL. This gives 

n;" ;v;~ ==D;~"v + DE"gvx + DEvg" x + n;v(E,,;x + E"EA) 

+ n;" (Ev;~ + EVEA) + n;x(f"v + 2E"Ev) (NGL) 

(5.9) 

The reqUirement 0." .v.x - 0." .x.v = Ra"vxO'a leads through 
(5.9) and (2.4), to th~ ·relati.o~~ . 

(NGL) (5.10) 

E .. ;). - E).;v=n;v~). - n;A~V' (NGL) (5.11) 

E,,;v - E" Ev - I"v - p "V - cpg"v + 0;" ~v = 0, (NGL) 

(5.12) 
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where f/> and ~ are undetermined functions at thi~ point. 
In the NGL n;~ times (5.10) reproduces (5.7). If we 
multiply (5.12) by n;~ ancj. use (5.2), (5.3), and (5.8), 
we obtain a consistency condition on the undetermined 
functions 

(NGL) (5.13) 

We next impose the transformation (5.4), choosing 
Q = - f/> and f31J. = - ~IJ.' which makes the right sides of 
(5.10) and (5.11) vanish. Also (5.12) becomes 

EIJ. ;~- EIJ.E~ -flJ.~ - PIJ.~ + nllJ.~ + ~lJ.nl~= O. (NGL) 

(5.14) 

The symmetry in J.1. and 1/ is obvious since EIJ.;~ - E";,,, 
= 0, implying that in this gauge EIJ. can be written as 
the gradient of a scalar function. In this same gauge 
from (5.2) 1-1 + f/> - ~"'n;", so that (5.13) becomes 

1 + 2~"'n;", =tE",E"'. (NGL) (5.15) 

Further, if we differentiate (5.2) and make use of (5.1), 
(5.2), (5.8), and (5.10), we find that 1 is determined to 
be 

(NGL) (5.16) 

which, from (5.15), implies that in this gauge ~"'n." = O. 
The trace offlJ.v can then be found from (5.14) as • 

(NGL) (5.17) 

Then from (5.9) and the other relations we find that 

(NGL) (5. 18) 

Note that (5.18) implies a knowledge of n;"l" to first 
order in n off the null geodesic, which is all that is 
needed to evaluate ~1/2 to first order off the null geo
desic and (~1/2);). l~ along the null geodesic. 

From (4.6) we have 

(ln~1/2);",nl" =H4 - n;" ;a), 

which in the NG L implies 

(1n~1/2)la n;a = (1- D). 

(5.19) 

(NGL) (5.20) 

Differentiating (5.19) yields the differential equation 
for (ln~l/Z);1J. 

(ln~1/2);I';",n;'" +D(ln~1/2);1J. +E"(ln~1/2)I",n;1J. 

(NGL) (5.21) 

with the last term given in (5. 18). The solution to this 
is given by 

(ln~l/Z)11J. = EIJ. + bn;IJ.' (NGL) (5.22) 

where b satisfies the differential equation 
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Now consider the term of order n that is neglected in 
(5.22); i. e., let 

(5.24) 

The requirement that (ln~1/2)1 IJ.I~ be symmetric in J.1. 

and 1/ implies, in the NGL, that 

(NGL) 

where € is not determined. Then the divergence of 
(5.24) becomes, in the NGL, 

(5.25) 

(ln~1/2)11J. II' == EIJ. II' + 2blIJ. nIl' + bn;1J. II'. (NGL) (5.26) 

Solving (5.26) for (~1/2);" I'" yields the simple result 

(~1/2);" I'" = P '" (I ~1/2. (NGL) (5.27) 

Note that, from (2.4), P a. a = - i R. 

We return now to the integral equation for the Green's 
function, (4.7). Using (5.27), we find that the Green's 
function I/J is given by 

I/J(x, z) == ~(O)(x, z) + 4~ f ({- a)R~1/2(x', z){i]l(n(x', z» 

x I/J(x, x'),/- gtfx'. (5.28) 

Note that if a is chosen to be i in the scalar wave equa
tion, then there is no scattering; i. e., ~(O)(x, z) is then 
the exact solution. This should not be too surprising 
however, since for a =} the wave equation is conformal
ly invariant and the Green's function should be sharply 
propagated on the light cone. 

One can derive more information about higher deri
vatives of n, ~1/2 and the parallel propagator than we 
have done here. It appears that in applications the NGL 
methods yields a cleaner method of evaluation than does 
a direct manipulation of the explicit solutions. 
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Propagation of high frequency surface waves along 
cylinders of general cross section 
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The propagation of high frequency scalar surface waves along the generators of a homogeneous cylinder 
which has a cross-sectional boundary of nonconstant curvature is investigated. Asymptotic solutions are 
obtained to the reduced wave equation, subject to an impedance boundary condition at the surface of the 
cylinder. In the case of an open boundary curve for which the curvature attains its algebraic maximum at a 
single point, it is found that modes exist for which the disturbance is essentially confined to a region in the 
neighborhood of the point of maximum curvature, as well as to the neighborhood of the surface. The 
amplitude of the disturbance decays rapidly on either side of the point of maximum curvature, and the 
higher order modes have nulls. The case of closed boundary curves is also discussed. In a companion joint 
paper by L. O. Wilson and the author, the asymptotic procedures developed for the analysis of the scalar 
problem will be applied to the investigation of the propagation of elastic surface waves (Rayleigh waves) 
along a homogeneous isotropic cylinder with stress-free boundary. This problem arises in connection with 
guided acoustic surface waves. 

1. INTRODUCTION 

Surface waves are disturbances which propagate 
along a surface, and have their amplitudes confined to 
a neighborhood of the surface. They occur, in particu
lar, in electromagnetics, acoustics and elasticity. In 
this paper we investigate the high frequency propagation 
of surface waves along the generators of a homogeneous 
cylinder which has a cross-sectional boundary of non
constant curvature. The boundary curve may be open or 
closed. We confine our attention here to scalar waves, 
but in a companion joint paper with Wilson1 it will be 
shown that analogous techniques apply to the propagation 
of (Rayleigh) surface waves along a homogeneous 
elastic cylinder, with stress-free boundary. The 
elastic problem may be analyzed in terms of a scalar 
and a vector potential, but since this leads to consider
able algebraic complexities, it is desirable to illustrate 
the techniques for the Simpler scalar problem. 

We consider a disturbance described by the three
dimensional reduced wave equation 

(1. 1) 

and suppress the time dependence exp(- ikct), where c 
is the velocity in the medium under consideration. We 
impose the impedance boundary condition on the sur
face of the cylinder 

au 
-+kO'u=O forn=O, an (1. 2) 

where 0 < 0' < 00 is constant. Here n measures distance 
from the surface along the inward normal. It is as
sumed that, with an appropriate unit of length, the con
stant wave number k is large, so that (1. 2) corresponds 
to a disturbance which decreases rapidly away from the 
surface. We are interested in solutions in which u 
varies with z, the distance along the generators of the 
cylinder, as exp(ij3z), where j3 is a real constant which 
is to be determined. 

The propagation of high frequency surface waves over 
curved surfaces has been investigated by Keller and 
Karal,2 who used a complex ray extension of geometri-
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cal optics, and by Grimshaw, 3 who developed an asymp
totic theory. They allowed for a medium with variable 
refractive index, and for a variable surface impedance 
which is, in general, complex, but we will not consider 
such generalizations here. Grimshaw assumes an 
asymptotic expansion of the form 

(1. 3) 

where rp and Av are complex functions of pOSition. One 
of the examples he considers is that of a circular bore, 
in which the propagation is in the z direction, parallel to 
the axis· of the bore. However, (1. 3) is not an appro
priate form of expansion for propagation along the gen
erators of cylinders with cross-sectional boundaries 
that do not have constant curvature. 

In the next section we formulate the problem in terms 
of the coordinate system depicted in Fig. 1, where n 
measures distance from the surface along the inward 
normal, and s is signed arc length along the cross
sectional boundary. A solution to (1. 1) and (1. 2) is 
sought in the form 

u = exp[ikA1 12z - kO'n + k 1 /28(s)]!(n, s, k), (1. 4) 

where! and A are expanded in inverse powers of k 1 /2. 
Attention is first confined to the case of an open bound
ary curve for which the curvature K(S) attains its 
algebraic maximum at a single point, taken to be s = 0, 
with K'(O)=Oand K"(O) <0. It is shown that, with A-I 
+ 0'2 +k-10'K(O), there is a solution with 8(s) <:; 8(0) = 0, 
and 8(s) tending to - 00 as Is I - 00. For small s, 

8(s)--tBs2, Isl«l, B=[-tO'K"(O)]i/2. (1.5) 

The wave is therefore essentially confined to the region 
I s 1= O(k-1 /4), as well as being confined close to the 
surface in the region n = O(k-1). 

The evaluation of higher order terms in the expan
sions of f and A may be simplified by means of a bound
ary layer analysis. This is done in Sec. 3, where the 
stretched variable ~ = kn is introduced. A particular 
example is also considered. 
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Higher order modes are analyzed in Sec. 4. Since 
the lowest order mode is confined to the region Is) 
= 0(k-1/4), we first also rescale the variable s, and in
troduce the stretched variable t=k1/4s. Then we seek 
solutions to (1.1) and (1. 2) in the form 

u = exp(ikA1/2z - O'~)v(~, t, k), (1. 6) 

where v and A are expanded in inverse powers of kl/4, 
althougl\ it turns out that A may be expanded in inverse 
powers of k 1/2. It is found that 

.\ = 1 + 0'2 +k-1O'K(0) - k-3/2(2m + 1)5 + k-2A2 +. . . (1. 7) 

and 

v-Dm(1)=exp(-h2)He m(1); 1)= (25)1/2t, (1.8) 

where m is a non-negative integer. Here Dm and Hem 
denote parabolic cylinder functions4 and Hermite 
polynomials, 5 respectively. Thus m = 0 corresponds to 
the lowest order mode considered previously. An ex
preSSion for ~ is given in (4.12), the quantities therein 
being defined by (3.11). From (1. 7) the propagation 
constant is 

(3=k.\l!2 

=k(1 + 0'2)1/2 + M1 + O'2t1/2[O'K(0) - k-1I2 (2m + 1)5 + ... ], 

(1. 9) 

so that the modes are not dispersionless. 

Since the expansion in terms of the stretched variable 
t is not very suitable for representing the modes for 
moderately large values of t, an expansion in terms of 
parabolic cylinder functions with argument p = 2k1 14 

x[- 8(s)]1/2 is considered in the latter part of Sec. 4. 
This expansion is analogous to that obtained for the 
lowest order mode. 

In Sec. 5 attention is turned to closed boundary 
curves. It is first assumed that the curvature attains 
its algebraic maximum at a single point on the bound
ary curve, and it is argued that modes exist which dif
fer by only an exponentially small amount from those 
derived for an open boundary, because of the confine
ment to an interval of s of length 0(k-1/4) on either side 
of the point of maximum curvature. Moreover, the cor
responding values of .\ should differ by only an exponen
tially small amount. 

Attention is then turned to closed boundary curves 
with the symmetry of an ellipse, and for which the 
curvature attains its algebraic maximum at two points. 
The region under consideration may be either interior 
to the boundary cylinder, corresponding to a rod, or 
exterior to it, corresponding to a bore, but the points 
of maximum algebraic curvature of the boundary curve 
are different for the rod and for the bore. It is argued 
that modes exist which are essentially symmetric and 
antisymmetric combinations of the modal shapes 
derived in the neighborhood of the pOints of maximum 
algebraic curvature, and that the values of A for the two 
combinations differ by an exponentially small quantity. 

These assertions are verified for a particular ex
ample, at least in so far as an approximation to the 
surface wave is concerned. With 
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u = exp(ikA1/2z - kO'n)w(n, s, k), 

this approximation is 

winoo-W(s,k), A-1+O'2 + k-1IJ., 

where 

d2W 
ds2 +k[O'K(s)- J-L]W=O. 

ow I -0 
an n'O 

A term of order W has been neglected in obtaining 

(1. 10) 

(1. 11) 

(1. 12) 

(1. 12). The example conSidered is that of a boundary 
of circumference 21T for which K(S) = 1 + 2c cos2s, with 
0< c < t. Periodic solutions of (1. 12) may be expressed 
in terms of Mathieu functions6 with parameter q = k O'c 
» 1, for which asymptotic results may be used. The 
case of a bore, for which K(S) = - (1 - 2c cos2s), is also 
briefly considered. 

We remark that the analysis of other cases, in which 
the curvature does not satisfy the properties assumed 
so far, hinges upon the asymptotic behavior of ap
propriate solutions of (1. 12) for k» 1. Asymptotic 
solutions of equations of the form (1. 12) have been con
sidered in some generality by Lynn and Keller. 7 

Finally, in Sec. 6, in order to clarify the transition 
from the case of constant curvature to one in which the 
curvature has a strict maximum, we consider a family 
of boundary curves for which K(S) =Yo+k-1Yt(S) +"', 
where Yo is constant. The results are illustrated for 
the previous example, for which Yo = 1 and Y1 (s) 
= 2kc cos2s, where now 0 ~ c «1, and the transition to 
the case kO'c» 1 is considered. It is also pointed out 
that a refined approximation to the surface wave is 
necessary in the case Yt(s) = 0(1), since a term of order 
W has been neglected in obtaining (1. 12). 

2. FORMULATION OF THE PROBLEM 

The coordinate system is depicted in Fig. 1, wherein 
n is distance from the surface along the inward normal, 
s is signed arc length along the cross-sectional bound
ary curve, and z is distance along the generators of the 
cylinder. The unit vectors n, t, and k, which form a 
right-handed set, are in the directions of the inward 
normal and tangent to the boundary curve, and of the 
positive z axis, respectively. Thus, 

(2.1) 

dn dt dk 
ds = - K(S)t, ds = K(s)n, ds = 0, (2.2) 

FIG. 1. Coordinate system and unit vectors. 
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where K(S) is the curvature of the boundary curve, 
which is assumed to be sufficiently smooth. If the curve 
is given by r(s), then 

dr =t 
ds ' 

and the three-dimensional position vector is 

Xoo r(s) +nn(s) + zk. 

From (2.2)-(2.4), it follows that 

dx= ndn + [1 - K(s)n]tds +kdz. 

(2.3) 

(2.4) 

(2.5) 

The coordinate system becomes singular for Kn = 1, 
but, since we are considering surface waves, Kn will 
be small in the region of interest. The line elements 
are, from (2.5), 

(2.6) 

Hence,9 the reduced wave equation (1. 1) takes the form 

a2u K au 1 a2u Kin au a2u 
an2 - Ii on + h2 as2 + Ji3 as + az2 +k'-u 0= O. (2.7) 

In view of the boundary condition (l. 2), and since we 
are looking for waves propagating in the z direction, we 
let 

u = exp(ij3z) exp( - kon)w(n, s, k), 

and, for convenience, set 

& =k2A. 

Then, from (2.7), 

k 2(1 + 0 2 _ A)w + kO(!5. w _ 2 ow) 
h on 

+ a2w _ !5. oW + 1- o2W + Kin oW = 0 
on2 h on h2 os2 h3 oS . 

Also, the boundary condition (1. 2) leads to 

oW I =0 
on n=O • 

(2.8) 

(2.9) 

(2. 10) 

(2.11) 

Both wand A depend on k, which is large by assump
tion. If we expand them in inverse powers of k, as did 
Grimshaw, 3 then, with 

A=.\o+k-1Al+"" w=wo+k-1wj+"" (2. 12) 

it follows from (2. 10) that AO = 1 + 0 2 and 

(2.13) 

Thus, from (2.6) and (2. 1), setting n = 0 in (2.13), we 
find that 11..1 = OK(S), which is possible only if K is con
stant. Consideration of how the terms of order k in 
(2. 10) could be balanced when K(S) is not constant leads 
to setting 

w(n, s, k) = exp[k1/2 0(s)]!(n, s, k), (2. 14) 

and assuming expansions of the form 

"" "" 
!(n, s, k) = L; k-T 12fT 12(n, s), A = L; k-r / 2Ar /2' 

roO roO 
(2. 15) 

From (2. 10), (2.14), and (2. 15) it is found that 

.\0 = 1 + 0 2, A1I2 = O. (2. 17) 

The terms of order k in (2.10) then lead to 

- Ado + 0 (~!o - 2 ~~)+ (~ ~:y!o = O. (2.18) 

Setting n = 0 it follows, from (2.6) and (2. 16), that 

(~:Y = Al - OK(S). (2.19) 

We consider first the case of an open boundary curve 
for which K(S) attains its algebraic maximum at a single 
point, which we take to be at s = 0, with 

and 

K'(O)=O, K"(O) <0, (2.20) 

K(S) <K(O), 0< lsi ,""so, K(S),""j«K(O), so'"" lsi <00. 

(2.21) 

If Al> OK(O) it fOllows, from (2.19) and (2.21), that 
exp[k1f28(s)] is not bounded for lsi <00. If Al <aK(O) 
then exp[k1/28(s)] oscillates rapidly for OK(S) > Al, and 
this is not the type of disturbance we are looking for. 
On the other hand, if 

Al = OK(O), (2.22) 

and if we choose sgn(d8/ ds) = - sgns, then 8(s) tends to 
- 00 as I s I - 00. With 8(0) = 0, we have 

8(s) = - Jo S {o[ K(O) - K(u)]}l 12 sgna da, (2. 23) 

where the positive square root is to be taken. It follows, 
from (2. 20), that for small s 

(2.24) 

Thus on the boundary curve the solution decays rapidly 
on either side of the point of maximum algebraic 
curvature. The solution is therefore essentially con
fined to the region lsi ooO(k-t/4 ), as well as being con
fined close to the surface in the region n = 0 (k-1). 

Now, from (2.18) and (2.19), using (2.6) and (2.22), 
it follows that 

bo{s) ( K(s)n[l- K(O)nJ) 
!o = [1 _ K{s)n]l!2 exp - 2[1- K(s)n] , (2.25) 

where bo(s) is yet to be determined. An equation for 
bo(s) may be obtained by considering the terms of 
order k1l2 in (2.10), which involve!1/2 and A312' and by 
applying the boundary condition (2.16). However, since 
we are interested only in the region n = O(k-t ), it is 
Simpler to use a boundary layer analysis, which we do 
in the next section. 

In a later section we discuss the applicability of the 
results to the case of closed boundary curves for which 
the curvature attains its algebraic maximum at a single 
point. We also consider closed boundary curves with the 
symmetry of an ellipse, and for which the curvature 
attains its algebraic maximum at two points. 

3. BOUNDARY LAYER ANALYSIS The boundary condition (2.11) implies that 

of! =0 
on n=O • 

(2.16) We confine our attention here to a region close to the 
boundary surface and set 
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~=kn, f(n,s,k)=g(~,s,k). 

Then, from (2.8), (2. 9) and (2.14), 

u = exp[ik~1/2z - a~ + k 1 /28(s)]g(~, s, k), 

and the boundary condition (2.16) is now 

:E8./ =0 a ~ taO • 

(3.1) 

(3.2) 

(3.3) 

The partial differential equation satisfied by g is given 
by (AI) in Appendix A. We assume an expansion for g 
of the form .. 

g(~, s, k) = ~ k-r/2gr/2(~' s), ,.·0 (3.4) 

and retain the expansion for ~ given in (2.15). 

It is shown in Appendix A that 

go=bo(s), g1/2=b1/2(s), g1=b1(s), gS/2=bs/2(s), 

(3.5) 

and the form of g2 is given in (A7). In addition to (2.17) 
and (2. 19), it is found that 

d8 dbo (d
2
8 ) 2 ds ds + ds2 - ~3/2 bo(s) = 0, (3.6) 

and an equation for b1n (s) is given by (A8). We consider 
the case bo(O)"* O. Then, from (2.24) and (3.6), it fol
lows that 

(3.7) 

Note that if instead of assuming bo(O)"* 0, we assume 
that bo (s) - sm for I s I « 1, where m is a positive integer, 
then ~3 /2 = - (2m + 1) O. This corresponds to the higher 
order modes, which are treated in a different manner 
in the next section, for reasons which will be apparent 
later. 

If we set 

b1/2(s) =c1/2(s)bo(s) 

in (A8), it is found, using (2.22) and (3.6), that 

de dC1/2 1)[ ( ( )] 1 d
2
bo 

2 ds ds = ~2 - "2K(S 2K 0) - K S - bo(s) ds2 . 

In order that c1/2(s) remain bounded for small s, it 
follows from (2. 24) that 

(3.8) 

(3.9) 

l[ (]2 1 d
2
bo ( ) ~="2 K 0) + bo(O) ds2 O. (3. 10) 

Higher order terms in the asymptotic expanSions may 
be obtained in an analogous manner. For small s, 
since K'(O) = 0, we may write 

K(S)=KO+K2S2+K3S3+K4S4+ •.. , lsi «1, (3.11) 

where, in particular, K2 = !K"(O). The term involving 
bo in (3.10) may be evaluated with the help of (2.19), 
(2.22)- (2. 24), (3.6), and (3.7), and it is found that 

- K5 _ ~ 11K~ (3.12) 
~ - 2 4K2 + 16K~ • 

The quantity bo(s) is obtained by quadrature from 
(3.6), wherein 8(s) is given by (2.23), and ~3/2 by 
(3.7). Then b1/2(S) is given by (3.8), where cw(s) is 
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obtained by quadrature from (3.9), with ~ given by 
(3.12). Without loss of generality we may take c1/2(0) 
= O. As a particular example, we consider 

K(S) = ysech2s, o <y<1T/2, (3.13) 

corresponding to the boundary curve 

xes) = 10" cos(ytanhu) du, yes) = - i/ sin(ytanhu) du. 

(3.14) 

In this case it is found that 

~1=ay, ~3/2=-(ay)1/2, ~=!(1+y2), (3. 15) 

and 

8(s) = - (ay)1I2 10g(coshs), bo(s) = bo(0)(coshs)1 /2. (3.16) 

Also, 

8(ay)1 /2 d~~/2 = _ tanhs(l + 2y tanh2s). (3.17) 

Note that c /2 (s) does not remain bounded f<lr· I s I - 00, 

so that k-t/2C1 /2(s) does not remain small, but since u 
is already exponentially small for s = 0(1), because of 
the factor exp[k1/28(s)], this is not important. 

4. THE HIGHER ORDER MODES 

We have seen that the lowest order mode is essen
tially confined to the region I s I = 0(k-1 14). In order to 
analyze the higher order modes, we rescale the varia
ble s, as well as the variable n. Thus, in (2.8) we let 

~=kn, r;=k1/4s, w(n,s)=v(~,t,k). (4.1) 

Then, from (2.10) and (2.11), 

2 2 II!. av) 2 a
2
v _ kK av 

k (l+a -~)v+ka\hv-2ka~ +k a~2 h a~ 

k1/2 a2v K't av 
+ 7 ar;2 + k 3/4hS or; = 0, (4.2) 

where h is given by (A2), and 

av I -0 
a~ taO - • 

(4.3) 

Also, from (3.11), 

K = KO +k-1 12K2r;2 + k-3/4Ksr;3 + k-1K4t4 + ... , 

K'=2k-1/4K2r;+···. (4.4) 

We assume expansions of the form .. .. 
v(~, t, k) = ~ k-"f4vrI4(~' r;), ~= 6

0 
k-r/4~/4' (4.5) 

r=0 '" 

Proceeding in an analogous manner to that in Appendix 
A, we find that 

~=1+a2, ~1/4=0, ~1/2=0, 

(4.6) 

and 

vrf4(~,t)=ar/4(t), r=0,1,2,3,4,5. (4.7) 

From the terms of order k1l2 in (4.2), and the boundary 
condition (4.3), it then follows that 

~;2o + (O:K 2 r;2 - ~S/2)ao(r;) = 0, (4.8) 
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and that (4. 7) holds for r = 6. 

The solution of Eq. (4. 8) may be expressed in terms 
of parabolic cylinder functions. 4 Since s =k-1I41;, we 
want solutions which are bounded for large 1 I; I. Hence, 

A3/2 = - (2m + 1)0, ao = D",(17) , (4.9) 

where m is a nonnegative integer, and 

17 = (20)1/21;, 0 = (- 0'''2)112. 

In terms of Hermite polynomials5 

Dm (17) =exp(- i172)He",(17), 

(4. 10) 

(4.11) 

and He",(17) has m zeros. Since 17 = (20)1/2kl/4s and 
He",(17) = 17'" - (2')17",-2 + .. " it is now clear why the ex
pansion in the previous section breaks down when 
s = O(k-1/ 4) if m ~ 2. 

The terms of order kl/4 and 1 in (4.2) are considered 
in Appendix B and it is found, from an orthogonality 
condition on - "" < I; < "", that 

A7/4 = 0, 

Az = [(K~ _ 3K4 + 11K§)+tm(m + 1)(~ _ 41(4)1, (4.12) 
2 4K2 16K~ "2 "2 

and an expression for al/4 is given in (B7). It is also 
shown that (4. 7) holds for r = 7, and the form of V2 is 
given in (B5). Note that for m = 0 the expression for A2 
in (4.12) agrees with that in (3.12). Thus we are able 
to derive the asymptotic expansion of A by means of an 
analysis in the stretched variable I; = kl/4s, and also to 
obtain the structure of the higher order modes. We re
mark that, using the variable 1;, we have carried out 
the asymptotic expansion, far enough to calculate A2, 
with the variable n, rather than the boundary layer 
variable ~ = kn, but this involves more algebra than the 
above analysis. 

The expansion in terms of the stretched variable I; is 
not very suitable for representing the modes for 
moderately large values of 1;. Hence we now consider an 
expansion for the higher order modes which corre
sponds to that obtained in Sec. 3 for the lowest order 
mode. In view of (2.14), (3.1), and (4.11), we assume 
that 

w(n, s, k) = G(~, s, k)D",(p) + mk-l/4H(~, s, k)D",_l (p), 

(4.13) 

where 

~ =kn, p =k1/ 4X(s), [X(s)]2 = - 48(s), (4.14) 

with sgnX(s) =sgns, and 8(s) as in (2.23). The equations 
satisfied by G and H may be derived from (2.10), with 
the help of the recurrence relations satisfied by the 
parabolic cylinder functions, and they are given by 
(C2) and (C3) in Appendix C. The boundary condition 
(2. 11) leads to (C4). 

In view of the form of Eqs. (C2) and (C3), we assume 
expansions of the form 

~ ~ 

G{~, s, k) = 6 k-r /2Gr /2(~' S), H{~, s, k) = 6 k-r / 2H r /2{~' S), 
~o ~o 

(4.15) 
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and it is now evident that we may expand A in powers of 
k-l12 , as in (2.15), rather than assume an expansion in 
powers of k-1I4, as in (4.5). As before, we have 

and, proceeding in an analogous manner to that in 
Appendix A, it is found that 

(4. 16) 

Gr /2(~' s) = Pr /2(S), Hr/2(~' s) = qr /2(S), r = 0,1,2. 

(4.17) 

We have used the relationship 

(~.¥Sy = 0'[,,(0) - ,,(s)], (4.18) 

wh;,.h follows from (2.23) and (4.14). 

From the terms of order k 1/ 2 in (C2) and (C3), and 
the boundary conditions (C4), it follows that (4.17) holds 
for r = 3, and that 

x¥S+ fso [(m+t)(:1Y +~~+A3/2JpO(S)=O, (4.19) 

and the equation for qo(s) given by (C5) holds. Note that, 
in view of (4.14), the equation for Po(s) is equivalent to 
that for bo(s) in (3.6) when m = O. Now, for small s we 
have, from (2.24) and (4. 14), 

X(s) - (211)1/2S, I s I «1. (4.20) 

The requirement that Po(O)"* 0 thus implies that 

A3/2 = - (2m + 1)11. (4.21) 

It is shown in Appendix C that the requirement that qo(O) 
be finite determines qo(s) uniquely. We also obtain an 
explicit expression for qo(s) in terms of Po(s) andX(s), 
as given by (C6). 

The terms of order 1 in (C2) are considered in 
Appendix C, and the boundary condition (C4) leads to 
the form of G2 given in (C7), and to the equation for 
P1/2(S) given in (C8). Substituting P1/2(s)=r1/2(s)PO(s), 
using (4.19), and requiring r1l2(s) to remain bounded 
for small s, we obtain the expression for A2 given in 
(C9). The terms involving Po and qo in (C9) may be 
evaluated with the help of (2.23), (4.14), (4.19), and 
(C5), and we have verified that the resulting expression 
for A2 is that given in (4. 12). We omit the rather 
tedious details. 

5. CLOSED BOUNDARY CURVES 

We have confined our attention, so far, to open 
boundary curves for which the curvature attains its 
algebraic maximum at a single point. We have seen 
that on the boundary curve the modes are essentially 
confined to an interval of length O(k-1 / 4), on either side 
of the point of maximum algebraiC curvature, and they 
decay exponentially outside this interval. If the bound
ary curve is closed, and the curvature attains its 
algebraic maximum at a single point, we would intui
tively expect that modes would exist which differ by on
ly an exponentially small amount from those derived in 
the previous section. Moreover, the corresponding val
ues of A would presumably also differ by an exponen
tially small quantity. 
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.1 

Ibl 

FIG. 2. Cross-sectional boundary curves, arc length sand 
unit vectors for 61) a rod and (1:» a bore. 

We now turn our attention to closed boundary curves 
with the symmetry of an ellipse, and for which the 
curvature attains its algebraic maximum at two points. 
The region under consideration may be either interior 
to the boundary cylinder, corresponding to a rod, or 
exterior to it, corresponding to a bore. The curvature 
at a given point on the boundary curve for the bore is 
just the negative of that for the rod, because of our 
convention that n is directed into the region, as depicted 
in Figs. 2(a) and (b). Note that the points of maximum 
algebraic curvature of the boundary curve are different 
for the rod and for the bore. 

Asymptotic expansions may be developed, as in the 
previous section, about each of the two points of maxi
mum algebraic curvature, with appropriate tranSlation 
of the origin of the coordinate s. Because of the sym
metry, both expansions will lead to the same expres
sions for A, and to the same modal shape. Analogously 
to the previous discussion, we intuitively expect modes 
to exist with shapes differing from those corresponding 
to the asymptotic expansions by an exponentially small 
amount, and with values of A differing by an exponen
tially small quantity. However, care must be taken as 
to what should be called a mode. 

Thus, from the symmetry, it is to be expected that 
the true modes are either symmetric or antisym
metric. Consider, for instance, the lowest order modal 
shape, corresponding to m = 0 in (4.13). Corresponding 
to this there should be a symmetric mode without nulls, 
and an antisymmetric mode with two nulls, as depicted 
in Figs. 3(a) and (b), respectively. (Note that the end 
points should be identified because of the periodicity. ) 
Moreover, it is to be expected that the values of A for 
the symmetric and the antisymmetric mode will differ 
by only an exponentially small amount. Analogous com
ments apply to the higher order modal shapes in (4.13), 
and the corresponding symmetric and antisymmetric 
modes will have 2m and 2m + 2 nulls, respectively. 

The above assertions may be verified for a particular 
example, at least in so far as an approximation to the 
surface wave is concerned. Thus, setting n = P in (2.10), 
and using (2.6) and (2.11), we find that 
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where, neglecting the term a2w/an2
1 ... 0, which is of 

order W, 

(5.1) 

d2W 
ds2 +k[o!K(S) - j.L]W= O. (5.2) 

As the particular example, we consider 

K(s)=1+2ccos2s, O<c<t, 

corresponding to the boundary curve 

(5.3) 

x(s) = fo S cos(1Y + c sin21Y) dIY, y(s) = - fo S sin(1Y +c sin21Y) dlY • 

(5.4) 

The length of the circumference is 21T. 

When K(S) is given by (5.3), the solution of (5.2) may 
be expressed in terms of Mathieu functions, and period
ic solutions, and corresponding eigenvalues, are6 

W = cem(s + 1T/2, q), k(O! - j.L) = am(q), 

W = sem+1 (s + 1T/2, q), k(O! - j.L) = bm+1 (q), 

where m is a nonnegative integer, and 

(5.5) 

q =kO!c» 1. (5.6) 

The solutions in (5. 5) correspond to modes which are 
symmetric and antisymmetric respectively, about 
s = 1T/2. But,6 for q» 1, 

am(q) - bm+1 (q) - - 2q + 2(2m + l)q1/2 +. . . (5.7) 

and 

24m+5 (2)1/2 b (q)-a (q)--- - q<m+3/2)/2 exp(_4q1/2). 
m+1 m m! 1T 

(5.8) 

Thus the values of j.L for the symmetric and antisym
metric modes differ by an exponentially small quantity, 
and, from (5.1) and (5.5)-(5.7), 

A-I + 0!2 + 0!(1 +2c)k-1 - 2(2m + I)(O!c)1/2k-3/2 + .... 

(5.9) 

The approximate expression (5. 9) is consistent with 
(4.16) and (4.21), as is seen from (3. 11), (4.10), and 
(5.3), but higher order terms will differ, since terms 
of order W have been neglected in obtaining (5.2). Also 
from (4.13)- (4.15) and (4.17)- (4.19), it is found that, 
for I s I < 1T/2, 

wi n=O -Po (O)[sec (s/2)]m+1Dm[ 4(kO!c)1I4 sin(s/2)]. (5. 10) 

I 
101 I , 

I 

Ibl: 
I 

FIG. 3. 61) Symmetric, and (1:» antisymmetric, modes corre
sponding to the lowest order modal shape. 
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This is consistent with the asymptotic expressions8 for 
the Mathieu functions for I sins I < 21/4(kO!ct1!8, 

cem(s + 7T/2, q) - (-1)mCmDm[2(kO!c)1/4 sins], 

sem+1 (s + 7T/2, q) - (- 1)mS~m[2(kO!c)1!4 sins]. (5.11) 

Moreover, 4 for 4(k o!c )1141 sin (s/2) I »m, 

Dm[4(kO!c)1/4 sin(s/2)] 

-[4(kO!c)1/4sin(s/2)]mexp[2(kO!c)1/2(coss -1)], (5.12) 

and (5. 10) is consistent with the asymptotic expres
sions8 for the Mathieu functions for Is I between 0 and 
7T/2, and not close to either. 

The above example corresponds to a cylindrical rod, 
but a similar analysis applies to the case of a bore 
with the same boundary curve. In this case, changing 
the sign of the curvature, and replacing s by 7T/2 - s in 
(5.3), 

K(S) = - (1- 2c cos2s), 0 <c < t. (5. 13) 

The eigenvalues in (5. 5) are thus replaced by 

k(O! + JJ.) = - am(q), k(O! + JJ.) = - bm+1(q), (5. 14) 

while the eigenfunctions are unaltered. From (5.1), 
(5.6), (5.7), and (5. 14), we now have 

A-I + 0!2 - 0!(1 - 2c)k-t - 2(2m + 1)(O!c)t/2k-3/2 + •.•• 

(5.15) 

6. BOUNDARY CURVES WITH NEARLY 
CONSTANT CURVATURE 

In Sec. 2 we showed that expanding A and w in in
verse powers of k is appropriate only when the pre
scribed curvature is constant. The results obtained in 
the preceding sections, which involve expansions in 
fractional inverse powers of k, are applicable to the 
case when the curvature has a strict maximum with non
vanishing second derivative. It is clear that there is a 
nonuniform behavior as k - 00, and in order to clarify 
the transition from the case of constant curvature to 
one in which the curvature has a strict maximum, we 
now consider boundary curves with nearly constant 
curvature, the deviation from constancy being of order 
k-t . 

Thus, for k» 1, we consider a family of boundary 
curves for which 

where Yo is constant. As before, for simplicity, we 
confine our attention to the boundary layer, and let 

~=kn, w=w(~,s,k). 

Then, from (2.10), 

2 2 (K OW) 2 o2w k (1+0! -A)w+kO! hw - 2k ""iif +k W 
kK OW 1 o2W K'~ oW 

-h""iif + h2 asr + kh3 as = 0, 

(6.1) 

(6.2) 

(6.3) 

where h is given by (A2), and the boundary condition 
(2. 11) implies that 
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oW I =0 o ~ toO • 

We assume expansions of the form 
~ ~ 

A= L; k-T>..." w(~, s, k) = L; k-TWT(~' s). 
~o ~o 

(6.4) 

(6. 5) 

Proceeding as previously, the terms of order k 2 and k 
in (6. 3), and the boundary condition (6.4), lead to 

(6.6) 

and 

(6.7) 

From the terms of order 1 in (6.3), and the boundary 
condition (6. 4), it is found that 

W2(~' s) = 72(s) + t~2Yo70(S) (6.8) 

and 

(6.9) 

Asymptotic solutions of (6.9) may be obtained if O!Yt (s) 
is large, and perturbation expansions may be derived if 
O!Yt (s) is small, but in the transition region, where 
O!Yt(s) is 0(1), no approximation may be made in Eq. 
(6.9) for 70(S). Consequently, we consider a particular 
example for which this equation may be solved analyti
cally, namely the closed boundary curve of circumfer
ence 27T with K(S) given by (5.3), where now O.,;c «1. 
Then, from (6.1), 

Yo=l, Yt(s)=2kccos2s. (6. 10) 

Hence (6.9) has the form of Mathieu's equation, and the 
eigenfunctions are as in (5.5), with corresponding 
eigenvalues 

Let us consider the case q» 1, which holds, for 
example, if c = 0(k-t/2 ). Then, 6 

(6. 11) 

am(q) - bm+t (q) - - 2q + 2(2m + l)qt/2 - i(i + m + m2 ) + .... 

(6.12) 

Hence, from (6. 5), (6.6), and (6. 10)- (6. 12), 

A-I + 0!2 +k-to! + k-2[2kO!c - 2(2m + l)(kO!c)tf2 

+ i(% + m + m2) + ..• ] + k-3A3 + .•.. 

But, from (3. 11) and (5.3), 

Thus, from (4.5), (4.6), (4.9), (4.10), and (4.12), 

A = 1 + 0!2 + k-t O!(l + 2c) - 2k-3!2(2m + 1)(O!c)t/2 

(6.13) 

(6. 14) 

+k-2[t(1+2c)2+t+im(m+1)]+.... (6.15) 

Note that (6.13) and (6.15) are consistent through 0(k-2
) 

for c = 0(1), kO'c» 1. 

For small q the Mathieu functions and corresponding 
eigenvalues may be expanded in powers of q. 6 The 
limiting case c = 0, i. e., q = 0, corresponds to a circu
lar rod with circumference 27T. It follows from (6.9) and 
(6.10) that the solutions of period 27T are simple 
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harmonic functions, and ~ = ~ - l2, where l is an integer. 
Hence, from (6. 5) and (6.6), 

~= 1 + 012 +k-101 +k-2(~_l2) +.... (6.16) 

The exact solution to (1. 1) and (1. 2) may be obtained in 
the case of a circular rod, by separating variables in 
cylindrical coordinates. We have verified that the 
asymptotic solution of the eigenvalue equation for ~, 
which involves modified Bessel functions, leads to 
(6. 16). 

We conclude by commenting on the approximation to 
the surface wave considered in the previous section. 
The approximate equation (5. 2) for w 1"'0 was obtained 
by setting n = 0 in (2. 10), and using (2.6) and (2.11), and 
neglecting the term a2w/an21 ~o, which is of order W. 
Hence this approximation is not useful in the case of 
boundary curves with nearly constant curvature, when 
K(S) is given by (6. 1) and 01')11 (s) is 0(1). However, a 
refined approximation to the surface wave may be ob
tained which is useful in this case. Thus, if (2.10) is 
differentiated with respect to n and then n set equal to 
zero, the equation obtained by setting n = 0 in (2.10) may 
be used to eliminate a2w/an2

1 ... 0. The refined approxi
mation involves dropping the term a3w/an3

1 n=O, which 
is of order W, but is multiplied by a factor 0(k-1) 

times the coefficient of d2W/ds2• With K(S) given by 
(6.1), the term h{ in (6.9) is contained in the re-
fined approximation to the surface wave. 

ACKNOWLEDGMENTS 

The author is grateful to L. O. Wilson who suggested 
investigating high frequency waves in elastic cylinders, 
which prompted the analysis of the Simpler scalar 
problem considered in this paper, and who checked 
some of. the details of the analYSis. The author is 
grateful to both J. McKenna and L. O. Wilson for sug
gesting some improvements in the presentation. 

APPENDIX A 

We give here some details of the boundary layer 
analysis in a region close to the surface. From (2. 10), 
(2. 14), and (3. 1), it follows that 

k2(1 + 012 _ ~)g+kOl(!i.g _ 2kE.g)+k2~ _ kK E.g 
h a~ a~ h a~ 

+K'~(k1/2de +ag)+1.[k(de)2 +k1/2(2deEg 
kh3 ds

g 
as h2 ds g ds as 

+~g) +~J=o, 
where, from (2.6), 

h = 1 - k-1K(S)~. 

(A1) 

(A2) 

The boundary condition is that given in (3.3), and ~ and 
g are expanded in inverse powers of k 1/ 2, as in (2.15) 
and (3.4). 

From the previous analysis, 
of order k 2 in (A1) imply that 

aUn 02 
-201~ +~ =0 

o~ a~2 . 

~ = 1 + 012
, and the terms 

(A3) 
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Rejecting the exponentially growing solution, it follows 
that 

go = bo(s). (A4) 

Next, from the terms of order k 3 / 2 in (A1), 

_ _ ag1/2 a2g112 _ 
~1/2go 201 o~ + ~ -0. (A5) 

Hence, from (A4) and (A5), 

g1/2 = b1 /2(s) - ~1 /2bo(sH/201. (A6) 

The boundary condition (3.3) implies that ~1 /2 = 0, as 
before. Similarly, from the terms of order k and k 1 /2 

in (A1), and from the boundary condition (3.3), it is 
found that (2.19) and (3.6) hOld, and that g1 = b1 (s) and 
g3/2 = b3/2(s). Finally, from the terms of order 1 in 
(A1), 

g2 =b2(s) + ~~2 [OIK + 2(::Y}0(S), (A7) 

and, using (2.19), 

de db1/2 (~e ) 
2ds -;JS+ 'dS'l- ~3/2 b1/2(s) 

(A8) 

APPENDIX B 

We consider here some of the higher order terms in 
the expansions in (4.5). The terms of order k1/4 in 
(4.2) imply, using (4.4), (4.6), (4.7), and (A2), that 

2 aV7 / 4 _ a2v~14 
0' a ~ a ~ 

d
2
a1/4 ( 2 3 

= d!;2 + O'K2!; - ~3/2)a1/4(t) + (O'K3t - ~7 /4)aO(t). 

(B1) 

Rejecting the solution which grows exponentially with 
~, the boundary condition (4.3), using (4.9) and (4. 10), 
leads to 

d
2
a1/4 [( 2 2] ---;Jf,2 + 2m+1)O- 0 t a1/4(t) 

= (~7 /4 + :: 02t3)Dm[(20)1/2t], (B2) 

and to V7I4 =a7/4(t). Multiplying equation (B2) by 
D m[(21i)1/2 t ], which is a solution of the homogeneous 
equation, and integrating with respect to t from - 00 to 
00, it follows that 

(B3) 

Next, from the terms of order 1 in (4.2), and from 
the boundary condition (4.3), it is found that 

~a1/2 2 
dt2 + (O'K2t - ~3/2)a1/2(t) 

= (~- ~~ - O'K4t4)aoW - O'K3t3a1/4W (B4) 

and 

(B5) 
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From (4.9), (4.10), and (B4), it follows that 

(B6) 

Using properties of the parabolic cylinder functions, 4 

it is found, from (4.10), (B2), and (B3), that 

- KS 1 
al /4 = 4(211)lI2

K2 
[sDmd17) + 3 (m + l)Dm+l (71) 

- 3m2Dm_1(71) - tm(m -l)(m - 2)Dm_3(71)]. (B7) 

Then the expression for A2 given in (4.12) follows from 
(B6) and (B7), using (4.11) and the orthogonality rela
tionships for the Hermite polynomials5 

J~:DI(71)Dn(71)d71 = (27T)1/2n! 5/n. (B8) 

where 5'n = 1 if l = n, and is 0 otherwise. 

APPENDIXC 

We consider here the representation (4. 13) of the 
higher order modes. Now, 4 

D~(p) = mDm_1 (p) - tpDm(p), 
(C1) 

where the prime denotes differentiation with respect to 
the argument. Substituting (4. 13) into (2. 10), using 
(4. 14) and (C1), and equating to zero the coefficients 
of Dm(P) and mk-1I4Dm_1(p), it is found that 

(K aG) a2G 
k2(1 H\,2 - A)G +ka,,; G - 2kaT +k2

W 
kK aG K'i; (kl/2 !!X. aG !!X.) 

- h ~ + kh3 - -2- X ds G + as -m ds H 

+ h~{k(f ~~rG+[~:~ -m(~H+2¥S ~:)] 
k

1
/
2 

[ (dX)2 r!X ~ aG]~ - -2- (2m + 1) ds G + X ds2 G + 2X ds as I ~= 0 

and 

k2(1 + a2 _ A)H +ka(!i. H _ 2k aH)+k2 a
2
H 

h a~ a ~2 

_ kK aH ~ [kl/2~(XH G) aH] 
h a ~ + kh3 ds 2 + + as 

+ 1. {kfX dX)2H+ a
2
H +kl/Z(r!XG+2~ aG) 

h2 \2 ds as2 asz ds as 

~ [ d2X _ _ (dX )2 ~ aHJt 
+ 2 X~H (2m 1) ds H+2X ds as ~-O, 

where h is given by(A2). From (2.11), (4.13), and 
(4.14), the boundary conditions are 

(C2) 

(C3) 

aG I = 0 aH I = 0 (C4) 
a ~ !=o 'a i; !=o • 

From the terms of order k 2, k 3/ Z, and k in (C2) and 
(C3), and the boundary conditions (C4), it is found, 
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using (4. 18), that (4. 16) and (4.17) hold. Next, from 
the terms of order k 1 /

2 in (C2) and (C3), it is found that 
(4.17) holds for r=3, thatpo(s) satisfies (4.19), and 
that 

(C5) 

From (4.20) and (4.21) it follows that, for small s, the 
left-hand side of Eq. (C5) is approximately 25d/ds 
x[sqo(s)], so that qo(s) is determined uniquely by the 
requirement that qo(O) be finite. It is readily verified, 
with the help of (4.19), that a particular solution of 
(C5) is qo(s) = - Po(s)/X(s), but this does not remain 
finite at s = O. However, it may also be verified that 
[Po(s)X dX/ ds ]-1 is a solution of the homogeneous equa
tion, and thus, from (4.20), 

Po(O)( 25 1
/

2 
(0) Po(S») 

qo(s) = X(s) Po(s)dX ds - Po(O) . (C6) 

From the terms of order 1 in (C2), and the boundary 
condition (C4), it is found, using (4. 18), that 

G2 =P2(S) + t~ZK(s)[2K(0) - K(S)]PO(s), (C7) 

and 

(C8) 

Substituting Pl/2(s) = r1l2(s)po(s), the left-hand side of 
(C8) is equal toXdX/dsdr1/Jdspo(s), in view of (4.19). 
In order than r1l2(s) remain bounded for small s, it 
follows from (4.20) that 

__ 1_ d2po K~ _ ~ (rtx. 
A2 - Po(O) dsz (0) + 2 Po(O) ds2 (O)qo(O) 

+2~(0)~(0»). (C9) 
ds ds 
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Propagation of high frequency elastic surface waves along 
cylinders of general cross section 

L. O. Wilson and J. A. Morrison 

Bell Laboratories. Mu"ay Hill, New Jersey 07974 
(Received 24 March 1975) 

The propagation of high frequency elastic surface waves along the generators of a homogeneous isotropic 
cylinder which has a cross-sectional boundary of nonconstant curvature is investigated. The boundary 
surface is stress-free and the surface waves, or Rayleigh waves, are disturbances whose amplitudes decay 
rapidly with depth into the cylinder. In the case of an open boundary curve for which the curvature attains 
its algebraic maximum at a single point. it is found that modes exist for which the disturbance is essentia11y 
confined to a region in the neighborhood of the point of maximum curvature, as well as to the 
neighborhood of the surface. The amplitude of the disturbance decays rapidly on either side of the point of 
maximum curvature. The application of these high frequency asymptotic results to the case of a closed 
boundary curve is discussed. Particular cases will be investigated in more detail in a subsequent paper. 

1. INTRODUCTION 

Elastic surface waves, or Rayleigh waves, are dis-
. turbances which travel over the stress-free surface of 
an elastic solid and whose amplitudes decay rapidly 
with depth into the solid. We investigate here the propa
gation of high frequency elastic surface waves down a 
homogeneous isotropic cylinder which has a cross-sec
tional boundary of nonconstant curvature. The boundary 
curve may be open or closed. Rosenfeld and Keller 1 

treated a similar problem, but their analysis does not 
cover the type of modes we discuss in this paper. 
Gregory 2 also has conSidered the propagation of high 
frequency Rayleigh waves over curved surfaces, but his 
formalism does not apply when the waves travel down 
the generators of a cylinder whose cross-sectional 
boundary has nonconstant curvature. 

The analYSis involves a scalar wave equation, a vec
tor wave equation, and rather complicated boundary 
conditions. Since the analysis tends to become cumber
some algebraically, a simpler scalar "model problem" 
was first studied by one of the authors (J. A. M. ). S The 
analytical techniques developed for that problem have 
counterparts for the more complicated elastic surface 
wave problem to be treated here. 

In the next section, we formulate the problem in 
terms of the coordinate system depicted in Fig. 1 of 
Ref. 3, where n measures distance from the surface 
along the inward normal and s is signed arc length along 
the cross- sectional boundary. Using appropriate units 
for length and frequency, we shall be interested only in 
the region n == O( w-1

), where w is the frequency, and 
shall perform a boundary layer analysis, with ~ == wn. 

The displacement u is assumed to be given in terms of 
a scalar potential and a vector potential: u== Vcp + VXA. 
We seek solutions to the resulting scalar and vector 
wave equations of the form 

cp ==exp[- if3z - aL~ + W1/2l/!L(S)]g(~, s; w), 

A== exp[ - if3z - a ~ + W1/2l/!T(S)]C(~, s; w), 

where g, C, and (3 are expanded in inverse powers of 
W1/ 2

, and a L and aT are positive numbers. 

In Sec. 3, the lowest order mode is analy~ed for the 
case of an open boundary curve for which. the curvature 
K(S) attains its algebraic maximum at a single point, 
s==O, with K'(O)==O and K"(O)<O. It is shown that l/!L(S) 
== l/!~s) == 1jJ(s) and that, for small s, 

l/!(s) -- tOs2, 0 ==[-~ K"(O)]1/2, 

where y>O is a constant given by (3.18), where aLI aT' 
and f30 satisfy (3.3) and (3.5). Furthermore, 1jJ(s) <:;1jJ(0) 
== 0, and l/!( s) - - 00 as I s I - 00. Hence the disturbance is 
essentially confined to the region I s I == O(W·1/4), as well 
as being confined close to the surface in the region n 
==O(w·1). 

An inductive procedure is developed, which allows 
us to determine the expansions of g, C, and f3 to any 
order desired. The solution is compared to that for 
Rayleigh waves on a plane infinite half-space. The first 
five terms in the expansion of f3 in inverse powers of 
W

1
/

2 are also obtained. As we shall see, the first term 
130 in the expansion of 13 satisfies the classical secular 
equation (3. 5) for Rayleigh waves on an infinite half
space. We will find that if we retain terms of orders w 
and W

1
/

2 in the expression for the displacement, we have 

u== wb(O)(s) exp[ - if3z + W1/21jJ(S)] [n[l + W·1/2C (1 /2 )(s)] (- a L exp(- a L~) + (f3~2: :}) exp( - a T~») 

+ (- if3ok[l + w·1 /2C 0./2 )(s)] + tw-1
/

2 :!)(exp( - a L~) - (f3~2;t~) exp(- a T~»)J . 
(1. 1) 

where b(O)(s), C(1/2)(S), and 1jJ(s) are given by (3.25), 
(3.30), and (3. 19). On the other hand, the solution for 
Rayleigh waves travelling on the surface of a plane in
finite half-space is 4 

IU==Bexp(-if3oZ) n~aLeXP(-aL~)+ (f3~2:a}) eXP(-aT~~ 
-if3ok(exp(-aL~)- (f3~~r}) eXP(-aT~;)' (1.2) 
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where B is a constant. Thus the first order effect of 
curvature is to multiply the plane infinite half-space 
solution by a factor proportional to b(O)(s) exp[w1 / 21/J(s)]. 
The second order effect is to multiply this solution by 
an additional factor and to add a t component of dis
placement which is related to the first order k com
ponent of displacement. 

In a subsequent paper, we intend to investigate the 
behavior of the approximation (1. 1) in greater detail 
for specific cylinders of physical interest. We will then 
emphasize the physical implications of our analysis 
and will stress less strongly the mathematical aspects 
which we treat here. 

Higher order modes are investigated in Sec. 4. Since 
the lowest order mode is confined to the region I s I 
=O(W·1

/
4
), we introduce the stretched variable ?;=W1

/ 4S. 
We look for solutions of the form 

cp = exp(- ij3z - (}'L~) h(~, 1;; w), 

A=exp(-ij3z - (}'T~)E(~, 1;; w). 

In general, h, E, and (:3 would be expanded in inverse 
powers of W1 / 4 • Because of the algebraic complexity 
this involves, we make the further assumption that the 
boundary curve is symmetric, i. e., K(S) = K(- s). It is 
then possible to expand the unknown functions in inverse 
powers of W1 / 2. The solutions are expressed in terms 
of parabolic cylinder functions, 5 or, equivalently, in 
terms of Hermite polynomials. 6 It is shown that 

where 130 satisfies the classical secular equation for 
Rayleigh waves and 

The case m = 0 corresponds to the lowest order mode 
considered in Sec. 3. 

Finally, in Sec. 5, we turn our attention to closed 
boundary curves. The region under consideration may 
be either interior to the boundary cylinder, corre
sponding to a rod, or exterior to it, corresponding to a 
bore. Conclusions analogous to those for the scalar 
model problem are reached. 

2. FORMULATION 

The coordinate system is described in Sec. 2 of Ref. 
3. The displacement can be written as u = V cp + V x A, 
where cp and A satisfy 7 

V2cp + (w/c L)2cp = 0, 

V(V' A) - VX VXA + (W/C T)2A=0, 

V·A=O. 

(2.1) 

(2.2) 

(2.3) 

A time dependence exp(iwt) has been assumed. The 
longitudinal and transverse velocities are given by C L 

= [(x + 2J..L)/p]112, c T=(J..L/p)1/2, where X and J..L are 
Lam~' s constants and p is the density. 

That the surface of the cylinder is stress.-free is 
expressed by the boundary conditions 
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- W -2- - -2- cpn- -2- AXn+ 2 - (Vcp + VXA)=O 2( 1 2 ) w
2 

iJ 
C T CL C T an 

at n=O. (2.4) 

These are obtained from the boundary conditions for B 

u by using (2.1)-(2.3). 

We are interested in high frequency waves, for which 
the wavelength is small compared to the smallest radius 
of curvature of the cylinder. The propagation of Ray
leigh waves over curved surfaces at high frequency was 
studied by Gregory,2 who assumed an asymptotic ex
pansion essentially of the form 

~ 

cp(r, w) = exp[iws(r)] L: cpm(r)w·m, 
m=O 

~ 

A(r, w) = exp[iwS(r)] ~ Am(r)w·m , 
"",0 

where s, S, CPm' and Am are complex functions of posi
tion. One may show that Gregory's formalism cannot be 
used to describe the propagation of Rayleigh waves along 
the generators of cylinders of nonconstant curvature. 

Proceeding by analogy with the treatment of the 
scalar problem, 3 we conjecture that a suitable expan
sion for the lowest order mode is 

cp(n, s, z;w) = exp[ - ij3z - w(}' Ln + w1
/
2I/JL(s)]!(n, s; w), 

A(n, s, z; w) = exp[- ij3z - w(}'Tn + wl/21/J~s)]B(n, s; w), 

where 
~ 

!(n, s; w) = 6 w·m/ 2! (m/2 l(n, s), 
m=O 

~ 

B(n,s;w)= 6 w· m/ 2B(m/21(n,s), 
m=O 

(2.5) 

and where (}'L and (}'T are positive numbers. We are thus 
seeking waves which propagate in the z direction without 
attenuation and which decay away from the surface of the 
cylinder. The propagation constant is also a function of 
wand is assumed to take the form 

~ 

j3=w L: w·m/2j3m/2· (2.6) 
".,0 

It is indeed possible to carry through the analYSis under 
the above assumptions. However, since we are in
terested only in the region n=O(w·1

), our task is 
simplified if we restrict ourselves to a boundary layer 
analysis. For this purpose, we set 

~=wn, !(n,s;w)=g(~,s;w), B(n,s;w)=C(~,s; w), 

so that 

with 

cp = exp[ - ij3z - (}' L~ + wl /2I/JL(S)]g(~, s; w), 

A= exp[ - i,6z - (}' T~ + Wl/2I/JT(S)]C(~, S; w), 

~ 

g(~,s;w)= 6 w·m/2g(m/2)(~,s), 
m=O 

L.O. Wilson and J.A. Morrison 
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~ 

C(~,S;W)=6 W-"'/2C("'/2)(~,S). (2.9) 
m=O 

Then the line element h= 1- /Crt = 1- K~/W, and a/an 
= wa /a~. Upon substituting (2.8) into (2.1) and (2.2), 
and using the curvilinear expressions for the curl, di
vergence, and V 2

,9 we obtain the differential equations 

-1 K' ~ ag 
+w h3 as =0, 

[
KCl:rCt _ '.E. aCt !...(dI/JT)2 cJ 

+ W h h a~ + h2 ds t 

+ w[KCl~n _!5. aCn + 1 (dI/JT) 2 C ] 
h h a~ IF ds. n 

+ w1/2/.!.. dl/JT aCn + 1 d2I/JT C + 2K ~ C ) 
\iz2 ds ash! ds2 n h2 ds t 

+ -1/2 K/~ d1/!T C -1 K/~ aCn 0 
w h3dS" n+W Jl2as=' 

1797 J. Math. Phys., Vol. 16, No.9, September 1975 

+W-1/2 K/~ dl/JT C +w-1 K/~ ack=O 
Ji3 ds k 'V as • (2.10) 

We next substitute (2.8) into the boundary conditions 
(2.4) and the divergence condition (2.3) to get 

(2. 11) 

2[( 2 1 1·) ag a
2
g 

w .. ClL + c~ -2c~ g- 2ClL af + af2 

_ if3ClT c if3 aCtl+ 3/2 dl/J (_ C + aCk) 
W t + W a~ J W ds Cl T k a~ 

+W -Cl -+-- +W 2K-C +K-=O [ 
aCk a2Ck] 11 dl/J aC k 

T as a ~as ds k as 

at ~=O, (2.12) 

+ W3/2 dl/J ICl~ _ aCn) 
dS\' n a~ 

(2. 13) 

if3 aCnJ 2 dl/J ( ag ) ( ag a
2u' --- +w31 - -Cl g+- +W -Cl _+--A-

W a~ ds L a~ L os a~ os 

(2.14) 

W Cl r - - + - C - W - C + KC - - = 0 ( 
aCn i(3) 1/2 dl/J aCt 

r-'n o~ W k ds t n ds 

at ~ = O. (2.15) 

Although the divergence condition holds throughout the 
medium, it will suffice to apply it at the boundary ~ =0. 

3. ANALYSIS OF THE LOWEST ORDER MODE 

Substitute (2.6) and (2.9) in the differential equations 
(2. 10) and extract terms of order w2 to obtain 

( 1) og(O) a2g~O) 
Cl~ + ci -f3~ g(O)_ 2ClL ~ + o~ =0, 

(3.1) 
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It follows from assumptions (2.5) and (2.7) that gIG) and 
C (O) are independent of ~. This can be seen by expanding 
j(O)(n,s)=/(O)(Vw,s) in inverse powers of w. So 

g(O)(~, s)=b(Q)(s), C(O)(~, s)= F(O)(s). (3.2) 

We wish the first terms in the expansion of cp and A to 
be nontrivial, i. e., that b (0) '" ° and that at least one 
component of F(O) ",0. It then follows from (3.1) and 
(3.2) that 

(3.3) 

Next, we use (3.2), (3.3), and the expansions (2.5) 
and (2.7) in the first two boundary conditions (2.12) and 
(2.13). Setting the terms of order w2 to zero gives 

(3.4) 

Since at least b(O) is nontrivial, the determinant of the 
2x2 matrix in (3.4) must be zero: 

~~- 2:; ) 2 -{:l~aTaL=O. (3.5) 

Equations (3. 3) determine a T and a L' When combined 
with (3. 5), they yield the familiar secular equation for 
Rayleigh waves on a plane infinite half space. The 
secular equation determines {30' 

USing the expansions again and considering terms 
of order w 2 in the third boundary condition (2. 14) and 
of order w in the divergence condition (2.15), we find 

(

'{30a T -({3~- 1/2C~A (F~O») =0. 

CiT i{:lo) F~O) 
Since 0: T> 0, this equation implies that 

(3.6) 

Turning now to terms of order W
3

/
2 in the differential 

equations (2.10) and using (3.2), (3.3) and (3. 6), we 
obtain 

Upon rejecting solutions which grow exponentially with 
~, we have 

1798 

g(l/2)(~, s) = b U /2 )(s) - ({:l0i31/2U a L ) b (0 )(s), 

c t /2)(~, s) = F? /2 ~s) - (i30f31/2~/ aT) FiO )(5), 
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C ~l /2)( ~, s) = F "(1/2 )(s), 

C ~1/2 )(~, s) = Fk1 /2>(S). (3.7) 

From (3.3), (3.6), (3.7), and the expansions (2. 5) 
and (2.7) applied to the first two boundary conditions 
(2.12) and (2.13), it follows, upon setting terms of 
order W

3
/

2 to zero, that 

(
b(l/2») 
F(l /2) 

t 

- i(Ci T + (3~/ aT») (b (0»)= 0. 

2130 FiO) 
(3.8) 

We next premultiply (3.8) by «j3~ - 1/2c2
T) ij30a T)' The 

first term vanishes because of the secular equation 
(3.5). Then with the help of (3.3)-(3.5) we find that 

[i3~(CiL-CiTf ( )~ =-13013 1 / 2 +2a T CiL-a T =0, 
aLaT 

and thus, since a L - aT> 0, 

,61/2=0. (3.9) 

It follows from (3.7) that 

gIl /2 \~, s) = b(1/2 )(s), Cil/2)(~, s) = F~l /2 )(s). (3.10) 

This is consistent with assumptions (2. 5) and (2.7), 
which also imply that g(l /2) and C (1 /2) are independent of 
~. From (3.8) we find that 

(13~_1/2C2T -ii30CiT) (b(I/2») =0. (3.11) 

ij30a L j3~ - 1 /2c~ F~I/2 ) 

Now consider terms of order W
3

/
2 in the third bound

ary condition (2.14) and of order W
1

/
2 in the divergence 

condition (2.15). With the aid of (3.2), (3.7), (3.10), 
and the expansions (2. 6) and (2.9), these yield 

(i j3 oa T -((3~-1/2C~») (F~1/2)\ 
\ aT ii30 F~1/2)J 

(3.12) 

We then use (3.4) to get 

F(l/21 _ _ 1_ d1/i F(O) 
k - i{3o ds t· 

(3.13) 

Before proceeding to the analysis of terms of lower 
order in w, we use the expansions (2.6) and (2.9) in the 
differential equations, boundary conditions, and di-
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vergence condition to write down general forms of these 
equations. Our preliminary analysis has led to certain 
results, such as f31/2 = 0, which simplify the writing of 
the general forms, which appear in the Appendix. The 
differential equations appear in (AI), and the boundary 
conditions and divergence condition appear in (A6) and 
(A 7). The notation used in these latter equations is in
troduced in (A2). 

We next proceed to the analysis of terms of order w, 
i. e., with p = 2, according to the notation of the Ap
pendix. Using (3.2), (3.6), and (AI). and rejecting 
solutions which grow exponentially with ~. we get 

g(l'(~,S)=b(l)(S)+ b~~:)~ [Ka L +(:~r -2j3JlJ. 

C ~l'(~, s) = F~l '(s) + F~;~:)~ [Ka T+ (:~r -2130131]' 

(3.14) 

Then from the first two boundary conditions (A6) and 
from (3.14), it follows (for p=2) that 

(ti~ - 1/2c~ - ij30a T ) (b(l') 

\ if30a L j3~ - 1/2c2
T F t ' 

... ° 
[Ka ,+ (d.1 d, ~ - 2~Jl,J 

x (b(O') + a dl/J (01 
F~O) T ds 

(3.15) 

Premultiplication of the entire equation by 
(f3~ - 1/2c~ if30a T) causes the first term to drop out be
cause of the secular equation (3.5). The last term can be 
e:valuated by means of (3. 12). or alternatively. by means 
of the general equation (A 7) with p = 1. Upon doing this 
all. and using (3.4), we find that 

[(~!y -2f30J3l] [j3~(~~L-a:T)2 + aT(aL - aT)] 

KaT( 2 + 2 f3 0 - aLaT)=O. (3.16) 

It follows that 

(~!) 2 = 2f3Jll -YK(S), 

(3.17) 

Now suppose that the boundary curve of the cylinder 
is open and that K(S) attains its algebraic maximum at a 
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single point, which we define to be S =0. We assume that 
K'(O) < ° and that K(S) is bounded away from K(O) as 
I S I - 00. Then, by following the argument of Morrison, S 

we have 

2j3Jll = YK(O), (3.18) 

with sgn(dl/J/ds)=- sgns. With $(0)=0, we have 

l/J(S) = -.f {Y[K(O) - K(a)]}I/2 sgnO" dO", (3.19) 
o 

where the positive square root is to be taken. Note that 
l/J(s)- _00 as Is 1- 00, so that exp[w1

/
2 l/J(s)]- 0 as Is I 

- 00, Furthermore, for small S we have 

(3.20) 

so that on the boundary curve the solution decays rapidly 
on either side of the point of maximum algebraic curva
ture. The disturbance is thus essentially confined to 
the region I S I =O(W·1

/ 4 ), as well as being confined close 
to the surface in the region n=O(w·1

). 

The case in which the boundary curve of the cylinder 
is closed will be discussed later. 

Next consider terms of order w in the third boundary 
condition and of order 1 in the divergence condition. By 
setting p=2 in the general equation (A7) and using (3.6) 
and (3.14), we get 

dl/J (aoL - ds 
0) (b (1/2») 
1 Fil

/
2

' 

(3.21) 

Thus, upon completion of the analYSis of terms of 
order w or higher in the differential equations and 
boundary conditions, and of terms of order 1 and higher 
in the divergence condition, we have determined f3o, f31 / 2, 
f31 , and l/J(s). We have yet to determine b(O'(s), b(l/2,(S), 
and b(1'(s), but know how to express all the components 
of F(P/2'(S), p=O, 1,2, in terms of these three functions. 

Proceeding to terms of order Wl / 2 (i. e., p == 3) in 
the differential equations (AI), we obtain, after using 
(3.2), (3.6), (3.7), and (3.10), and rejecting solutions 
which grow exponentially with ~, 

g(3/2'(~ S)=b(3/2'(S)+~{[Ka + (dl/J)2 -2f3f3 ]b U / 2'(s) , 2a
L 

L ds 0 1 

+[2~! d~ +~-2j30J3S/2JFiO'(s)}, 
C(3/2'(~ s)=F(S/2'(S)+ K~ dl/J F(O'(s) 

n , n aT ds t , 

C k3 /2'(~, S) = F~3/2 '(S) + 2! T [Ka T + (~!r -2f3Jll] F~l /2 '(S). 

(3.22) 
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Next, set p = 3 in the boundary conditions (A6) and use 
(3.6) to get 

- i{3 O!) (b(1/21) (- 1 
KO!: r F~I/2) + -i{3o/20!L 

(
b(1/2») 

x F(1/2) 
t 

( 

-1 

x _ i(3o/20!L 

i{3o/20!r) 

-1 

-1) 'F(l/2») ° ~F~1/21 =0. (3.23) 

In arriving at this equation, we have, as before, used 
our knowledge about the functional forms of g<J>/2) and 
C (~/2), with P = 0, 1, 2, 3. We premultiply the equation by 
({3~ - 1/2c~ i(3oO! r). With the aid of the secular equation 
(3. 5), the first term drops out. The last two terms can 
be evaluated with the aid of (A 7) or, alternatively, (3. 12) 
and (3.21). By performing the analysis and using (3.3), 
(3.4), (3.12), and (3.16), we eventually obtain 

It follows that 

2 ~: d::
O

) +(~ _ 2{30133/2) b(O)(s)=O. 

If b(O)(O) ,*0, then by using (3.20) we obtain 

2{30133/2=-6, 6=[_WK"(0)]1/2. 

(3.24) 

(3.25) 

(3.26) 

On the other hand, if we assume that b(Ol(s)-sm for 
I s I «1, where m is a positive integer, then 

2{30133/2 = - (2m + 1)6, (3.27) 
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which corresponds to higher order modes. These will be 
treated in Sec. 4 by another method. Similar results 
were obtained by Morrison 3 in his treatment of the 
scalar model problem. 

The quantity b (0)( s) is obtained by quadrature from 
(3.25), with </J(s) given by (3.19) and f3 3 / 2 by (3.26). 

Note that in the Appendix we introduce the notation 

p/2 n • (
c (~/2) ) 

y = CkP/ 2 ) (A2) 

To complete the analysis of terms of order Wl/2, we 
would need to use (A 7), with p = 3, to express y3/2 in 
terms of yl/2, Xl, Xl / 2 , and XC. By virtue of (3.12), we 
then would know y3/2 in terms of Xl, Xl /2, and Xo. We 
omit the details. 

Having thus finished the analysis of terms of order 
W

l
/

2 and higher in the differential equations and bound
ary conditions, and of order W-

I
/

2 and higher in the 
divergence condition, we have determined (30' (31/2' f\, 
(33/2' </J(s), XC, yo, and yl/2. We have yet to determine 
X3/2, Xl, and Xl / 2

, but know how the components of 
each are related. We know how to express y3/2 in terms 
of Xl, X1/2

, and XO and yl in terms of Xl / 2 and Xc. 

At this point it is possible to proceed inductively. 
Consider the general differential equations, boundary 
conditions, and divergence condition (A1), (A6), and 
(A 7). Assume we are at the pth step in the analysis, 
with p ;, 4. Suppose that we know f3 0 , {31/2' ... , f3 (P-I )/2' 
Xc, Xl / 2 , ••• , X(1)-4)/2, and yo, yl/2, ••• , y(1)-3)/2 and 
that we can express y(P-2) /2 in terms of X (P-3 )/2 and 
these known functions, and can express Y (P-I)/2 in terms 
of X(P-2)/2, X(1)-3)/2, and these known functions. Then at 
the pth step we will be able to determine {3P/2' x(P-3 )/2, 

Y(1)-2)/2, and will be able to express yP/2 in terms of 
X (p-1l/2 X(P-2)/2 and known functions and of course 
y(P-I )/z' in term~ of XCp-2)/2 and known' functions. We o~it 
the details of the inductive proof, since the procedures 
used are quite similar to those demonstrated in the 
preceding analysis. The only thing which might not be 
clear from examination of (A1), (A6), and (A7) is how 
X P/ 2 and X(1)-2)/2 are both eliminated from (A6). After 
substitution for Y (1)-1)/2 and pre multiplication of (A6) by 
(f3~ - 1/2c~ i(3oO!r), the XP/2 term drops out by means 
of the secular equation (3.5). At the same time, the 
term involving X (1)-2)/2 will drop out because it is multi
plied by a factor which vanishes when the expression 
(3.17) for (d</J/dsf is substituted in it. 

In order to complete the analysis for all terms in the 
expansion with superscript 1/2, we must go to the step 
p = 4 in the inductive procedure. This eventually yields 
the rather messy equation 

x{ [2 d</J db U/2) + (g _ 2{3 A ) b (1/2)] 
ds ds ds 01'-'3/2 

(3.28) 
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with 

p(s)= (~~fCt;T)2 [,s~(Ct£+CtT)lI_4Ct~Ct~][(*r -2,s()l91T +ll:'c(s):F [,s~(Ct~-3Ct~)+2CtLCt~] 

+ K(S)J30J3l [Ct L(,s~ - Ct LOr) - Ctr<CtL - Ct T)2] + 2:~~ T (:) 2 [,s~(2Ct~ + 2Ct~- 3Ct~Ct T) + CtL Ct2r<6Ct~ + Ct; - 8Ct LCt T)]' 

I 
We now set 4. HIGHER ORDER MODES 

b (1 /2 )(s) = ell /2 )(s)b (O)(s) 

and use (3.25) to obtain 

(3.29) 

2 dlji de(1/2) 1 d 2b(O) p(s) 

ds --;rs+[;1O'l asr- + J3~(CtL-CtT)2+2Ct~CtL(CtL-CtT) 

- (2,s()l92 +,sD = 0, (3.30) 

from which e(l/2)(s) may be determined. There is no 
loss of generality in taking e(l/2)(0) =0. The trick of 
setting, in general, b I (~S )/2)(S) = el(~S )/2 )(s) b (O)(s) is 
similarly useful in the pth stage of the analysis, for 
p > 4. In order to have e(1/2)(s) remain bounded as 
s -0, we must set 

1 d 2b(0)(0) 2 

2,s~2=b(0)(0) ds2 -,s1 

(3.31) 

with 

+ [J3~(Ct~- 3Ct~) + 2CtLCt~] 

+ 2y[Ct L (J3~ - CtL Ct T) - Ct r< Ct L - Ct T)2]}, 

and 

M= [K(0)]2.y2/4J3~, 
where y is defined in (3.17). Now if we write for small 
s 

K(S)=KO+K2S2+KSSS+K4S4+ ••• , lsi «1, 

then we can obtain from (3.17)-(3.20), (3.25), and 
(3.26) 

(3.32) 

Equation (3.32), when combined with (3.31), gives an 
explicit expreSSion for ,s2' 

By using (2.8), (2.9), and the information we have 
obtained from the analysis in this section, we can now 
write the first two terms in the expansion of u= Vq1 
+ VXA. Retaining terms of orders w and W

l
/

2
, we have 

(1. 1) as presented in Sec. 1. Here b(O)(s), e I1 / 2)(s), and 
dlji/ds are given by (3.25), (3.30), and (3.17) respec
tively. We know how to expand ,s as far as the term in
volving ,s2: 

,s = wJ30 + fjl + W-
l

/
2,sS/2 + W· l ,s2' (3.33) 

with f3 0 ' f3 l , ,sS/2' and,s2 given by (3.5), (3. 18), (3.26), 
and (3.31), respectively. 
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In this section we investigate higher order surface 
waves. We have seen that the disturbance corresponding 
to the mode analyzed in the previous section is essen
tially confined to the region Is I =O(W·1

/
4
). In order to 

simplify the analysis of the higher order modes, we 
rescale the variable s, as well as the variable n, and 
introduce the stretched variable b = W

l
/ 4S. An analogous 

procedure was adopted by Morrison 3 for the scalar 
problem. We now look for solutions of the form 

q1 = exp(- i,sz - Ct L~)h(~, l;; w), 

A=exp(- i,sz - CtTOE(~, l;; w). 
(4.1) 

The equations satisfied by hand E are obtained from 
(2.10)-(2.14) by omitting the terms involving Iji(s), and 

,by substituting 

(4.2) 

We restrict our attention to the case of a symmetric 
boundary curve, for which K( - s) = K( S ), so that 

K = Ko + w·1 /2K2l;2 + W·1K4~ + "', 

K' = 2W·l / 4K21: + .... (4.3) 

It is then possible to expand the unknown functions in 
(4.1) in inverse powers of W

l
/

2
• In the unsymmetric 

case it is necessary to expand in inverse powers of 
w 1

/", which leads to considerably more algebra. Spe
cifically, we assume expansions of the form 

~ 

h(~, l;; w)= 6 W·'/2h('/2)(~, 1:), 
1-0 (4.4) .. 

Et(~, b; w)= 6 w·'/2E~'/2)(~, b), 
1-0 

and 
~ 

En(~' 1:; w)= 6 W·(2I+l )/4 E~'/2'1/4)(~, 1:), 
'=0 (4.5) 
~ 

E k(~' 1:; w) = 6 w· (2'.1 )/4E1' /2.1 /4)(~, 1:). 
,=0 

As before, the expansion of f3 is given by (2.6). 

Proceeding as previously, we deduce that 

h(O)(~, 1:) = a(O)(l;), E~O)(~, 1:) = G ~O)W, (4.6) 

and that Ct L > 0 and Ct T > 0 are given by (3. 3). The terms 
of order w2 in the boundary conditions corresponding to 
(2. 12) and (2. 13) lead to 

(4.7) 

and hence to the secular equation (3.5) for f30 • Similarly, 
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(4.8) 

and the boundary conditions lead to 

( 
il30Ct T - (13~ - 1/2C;')\ (G ~ /4») == 0, 
Ct T i(3o} \Gkl

/
4

) 

(4.9) 

and hence to 

G ~1/4) == G:: /4)= O. (4.10) 

Since the procedure for determining the higher order 
terms is analogous to that used in the previous section, 
we merely state the results. It is found that 131 / 2 = 0, as 
before, and that 

(4. 11) 

(4.12) 

Also, 

E~S/4)(~, /:)=G!3/4)(I:), Eks/4)(~, /:)=Gk3 /4)(/:), (4.13) 

where 

(~'.' 
Ct T 

- (P: - 1/2c',~ 
if30 

(.c:''') 
G(S/4) 

k 

d (CtL 0) (a
W ») =-

d/: o 1 G:O) 
(4.14) 

With the aid of (4.7) this gives 

Gn
(3/4)=0, G(3/4) 

_ _ 1_ dGt(O) 

k - if3
0 
~. (4.15) 

Next, it is found that 

h (l)(~, /:) = all It/:) + (U2Ct L) (CtLKo _ 2f30f31)a (0 )(/:), 

(4.16) 

E il)(~, /:) = G ~l It/:) + (U2Ct T) (Ct~o - 2130f3l)G~o )(/:), 

where 

(f3~ - 1/2c;' 

\ if30Ct L 

- il30Ct T \ 

f3~ - 1/2c;' ) 

(
a(o») _ -0. 
G(O) 

t 

(4.17) 

1802 J. Math. Phys., Vol. 16, No.9, September 1975 

Premultiplication of the entire equation by 
(f3~ -1/2c;' if3oCt T ) leads, with the help of (3.5) and (4.7), 
to 

2130f3l ='YKo' (4.18) 

where y is as defined in (3.17). This is consistent with 
(3. 18). It is also found that 

E~S/4)(~, /:)=G~S/4)(/:), EkSi4)(~, /:)==GkS/4)(/:), 

and the boundary conditions lead to 

(4.19) 

G
n
(S/4)=0, G(S/4) __ 1_ dG~1/2) 

k - il3
0 
~ (4.20) 

Finally, it is found that 

h(S/2)(~, /:) _ a(S/2)(/:)= -~ - (CtLKo - 2f30f31)a(1/2)(/:) 
2CtL 

and 

(4.21) 

E:S 12>(~, /:) - G~3 /2l(/:) = 2; T ( (Ct TKo - 2f30f31)G~1/2 It/:) 

(4.22) 

The boundary conditions, with the aid of (3. 5), (3.17), 
(4.7), (4.12), (4.15), and (4.18), lead to 

(4.23) 

The solution of the differential equation (4.23) may be 
expressed in terms of parabolic cylinder functions. 4 

Since s = W·
l

/ 4 /:, we want solutions which are bounded 
for large 1/:1. Hence, 

(4.24) 

where m is a nonnegative integer and O=(_YK2)1/2, 
which is consistent with the definition in (3.20). The 
case m = 0 corresponds to the lowest order mode con
sidered in the previous section, since from (3.20), for 
s ==W·l / 4 /:, 

bo(s) exp[wl
/

2 lP<s)] - bo(O) exp(- to/:2), 

and Do(1J) = exp( - trJ2). 

The approach used in this section was carried to 

(4.25) 

one higher order in the simpler scalar problem, S and it 
was found that the next term in the expansion of the 
propagation constant is determined by an orthogonality 
condition on - 00 < /: < 00. However, because of the alge
braic complexity of the present problem, we have not 
carried the analysis of the higher order modes any 
further. We also remark that a more uniform expansion 
for the higher order modes was developed for the scalar 
problem, 3 and the corresponding expansion for the 
present problem would involve parabolic cylinder func
tions with argument 2Wl/4[ _l/J(S)]1/2. However, two un
known functions were introduced in the asymptotic ex
pansion of the single dependent variable in the scalar 
problem, and presumably eight functions would be re
quired in the present problem, so that we refrain from 
developing the more uniform expansion. 
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5. CLOSED BOUNDARY CURVES 

We have confined our attention, so far, to open bound
ary curves for which the curvature attains its algebraic 
maximum at a single point, designated by s = O. We have 
seen that the disturbance, in addition to being confined 
close to the surface in the region n=O(w-1), is also es
sentially confined to the region I s I = O(W-1

/
4

), and de
cays exponentially outside this region. As was argued 
for the scalar problem, 3 if the boundary curve is closed, 
and the curvature attains its algebraic maximum at a 
single point, we would intuitively expect that surface 
wave modes would exist which differ by only an ex
ponentially small amount from those derived in the pre
vious sections. Moreover, the corresponding values of 
the propagation constant 13 would presumably also differ 
by an exponentially small quantity. 

We now turn our attention to closed boundary curves 
which are symmetric, and for which the curvature at
tains its algebraic maximum at two points, designated 
by s = 0 and s = 2T. Thus, we assume that 

(5.1) 

where l is the length of the circumference of the bound
ary curve. Asymptotic expansions may be developed, as 
in the previous sections, about s = 0 and about s = 2T. 
Because of the symmetry, both expansions will lead to 
the same expressions for the propagation constant 13 and 
to the same modal shape. Analogously to the previous 
diSCUSSion, we intuitively expect modes to exist with 
shapes differing from those corresponding to the asymp
totic expansions by an exponentially small amount, and 
with values of 13 differing by an exponentially small 
quantity. However, care must be taken as to what should 
be called a mode. 

Thus, from the symmetry and from the differential 
equations and boundary conditions, it is to be expected 
that to each modal expansion about s = 0 there corre
spond two true modes with the symmetries 

qJ(n, T + cr, z) = ± qJ(n, T - cr, z), 

A t(n, T + cr, z) = ±At(n, T - cr, z), 

A"(n, T + (1, z) = 'FA"(n, T - cr, z), 

Ak(n,T+cr,z)= 'FAk(n,T-cr,z). 

(5.2) 

Moreover, it is to be expected that the values of 13 for 
these two modes differ by only an exponentially small 
amount. The corresponding assertions for the scalar 
problem 3 were verified for a particular example, at 
least in so far as an approximation to the surface wave 
is concerned. We conclude by noting that the symmetries 
for the displacement corresponding to (5.2) are 

u"(n, T + (1, z) = ±u"(n, T - (1, z), 

uk(n, T+ cr, z)=±uk(n, T- cr, z), 

ut(n, T + cr, z) = 'Fut(n, T - cr, z). 
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APPENDIX 

We present here general forms of the differential 
equations (2.10), boundary conditions (2.12)-(2. 14), 
and divergence condition (2. 15). First we write the dif
ferential equations. We shall make use of (2.6), (2.9), 
(3.2), (3.6), and the fact that h= 1- KUW. If we were 
to set terms of order W2-P / 2 to zero in (2. 10), we would 
get 

( _ 2a i- + ~) g(P/2) + [K (a _..i..) + (dl/J)2 _ 213 Il ] 
L a~ ae L a~ ds 01"1 

Xg«P-2)/2) + (2 d1/J i- + d
2

d; _ 213 Il ) g< (P-3) /2) 
\' ds as "([St' 01"3/2 

XC«P.2)/2)+ (2 ~ i- + ~ _ 213 Il ) C«P.3)/2) 
f ds as ds OI"S/2 t 

-2K dl/! C<I,j>-3)/2)_21< R FCO)+(t)=O ds" t'O"'p/2 t , 

X C«P-2 )/2) + (2 dl/! ~ + ~ _ 2i3 Il ) C«P-3 )/2) 
" ds as ds~ 01"3/2" 

+ <t)=0. (A1) 

The dagger denotes all terms which have superscripts 
less than or equal to (p - 4)/2. If the superscript is 
negative, then by convention that term is zero. It will 
turn out that if we are, as above, considering terms of 
order W2

- P/
2

, then all those denoted by daggers will have 
been determined explicitly by earlier analysis of higher 
order terms. We do, however, write out explicitly those 
terms involving i3 P / 2 ' since 13 p / 2 remains to be deter
mined. If p '" 3, then these terms are redundant and 
should not be included again. 

We will return to these equations shortly to do a 
little more analYSiS, but first let us look at the boundary 
conditions. To simplify notation slightly, write 

(

C(P/2») YP/2= " • 
C(P/2) 

k 

(A2) 
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In the boundary conditions and in other equations 
which follow, any terms which involve f3 p / 2 appear ex
pliCitly, and an asterisk denotes terms whose super
scripts are of lower order than the other terms which 
appear explicitly. The order may differ for the X terms 
and the Y terms. Then, taking terms of order W 2 - P/ 2 in 
the first two boundary conditions (2.12) and (2.13) gives 

(fl~ - 1/2c;' - if30Ci T) 
if30Ci L f3~ - 1/2c;, 

Xp/2 

~ 1) y'~"I' 

+ ~ (J/ _~) (0 -1) y<SO-2)/2 
as '\ T a~ 1 0 

- (Ci
TO

- a/a 0) 
X(P-3 )/2 

The term involving f3 p / 2 is redundant if P "'" 3. 

Terms of order W
2

- P/ 2 in the third boundary condition 
(2. 14) and of order W

1
-

p / 2 in the divergence condition 
(2.15) give 

ii3o/ 2
Ci T) 

XO 
-1 

at ~ =0. 

(A4) 
We now return to the differential equations (A1) in 

order to replace the second matrix in (A3) and (A4) by 
terms involving lower order superscripts. Because we 
reject solutions which grow exponentially with ~ and be
cause of the form of (A1), it is possible to show in
ductively that for all p, 

ag(p/2) = _1_{fK Ci +(dljJ)2 _ 213 A J g«P-2 l/2 l 
a~ 2CiL L L ds 01"'1 

+(2 dljJ ~ + d
2

1b -2f3 A ) g«P-3J/2)_2f3 f3 b(ol} 
ds as dst' fr3/2 0 p/2 

(A5) 

As before, the term involving i3 p / 2 is redundant if p "'" 3. 
Similar results hold for ac (P/2) /a ~ I toO. Notice that 
ag(p/2l/a ~ I toO and ac(p/2 l/a ~ I toO involve only terms whose 
superscripts are less than or equal to (p - 2)/2. 

We use (A1) and (A5) to rewrite the boundary con
ditions and divergence condition (A3) and (A4) in the 
following forms. Again remember that the term in
volving f3 p/ 2 is redundant for p "'" 3. 

y<P-2l/2 + (*)=0 at ~ =0. (A6) 
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_ ~ (a L 0) Xt,..1)/2 _ ~ 
os 0 1 os 

+(·)=Oat~=O. (A7) 
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All stationary axisymmetric rotating dust metrics * 
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The Einstein equations for stationary axisymmetric spac~times with a rotating dust source are 
systematically reduced to quadratures. The general solution depends upon an arbitrary axisymmetric 
solution of the flat three-dimensional Laplace equation and upon an arbitrary function of one variable. 

1. INTRODUCTION 

The formalisms of Ernsf and of Geroch2 reduce the 
vacuum Einstein equations for stationary axisymmetric 
space-times to what appears to be their simplest form. 
However, the problem of obtaining the general solution 
remains intrinSically difficult. In this paper, I shall 
describe how the same problem for the Einstein equa
tion with a rotating dust source may be systematically 
reduced to quadratureso 

The dust follows trajectories TO + n~a, where ra is 
the time translational Killing vector, ~a is the rotational 
Killing vector, and n is the angular velocity of the flow. 
The special case of rigid motion, n = const, has been 
solved by van Stockum3 in terms of one arbitrary solu
tion of the Laplace equation. In the differentially rotat
ing case treated here, the solution depends upon one 
arbitrary function of one variable in addition to an arbi
trary solution of the Laplace equation. Thus the freedom 
in the solution is still less than in the vacuum case 
which depends upon two arbitrary functions of two vari
ables. The hydrodynamical equation governing the ro
tational motion of the dust gives a constraint between 
the angular momentum and energy distributions which 
limits this freedom. 

2. THE EQUATIONS 

The solutions were obtained using the space-of-trajec
tories formalism of Geroch2 as modified to include 
sources. 4 All notation used here is strictly consistent 
with Ref. 4. For vanishing convective circulation and 
pressure, the field equations for rotating dust reduce 
t04 ,5 

Dm(T-1 DmA",) = T-3A", (DmAB)DmAs 

+ 81TT-1jJ.(\" +T2l/J-1Sct) (2.1) 

and 

(2.2) 

Here the index Q! corresponds to symmetric index pairs 
(AB) in the two-dimensional space of Killing vectors. 
The Act are scalars formed from the Killing vectors, 

T2=_ A"'A"" (2.3) 

S'" -sAB=C n) - n n2 , (2.4) 

and 

l/J = S'" \,.. (2.5) 

Each solution of Eqs. (2.1) and (2.2) determines a 
space-time metric by means of straightforward qua-
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dratures. 2,4 (The Appendix gives some details of this 
procedure which are relevant to the present case. ) 
These equations are invariant under conformal rescal
ing of the geometry of the two dimensional space of 
trajectories. Furthermore, multiplication of Eq. (2.1) 
by x.a gives the harmonic condition 

(2.6) 

so that it is pOSSible, when convenient, to pick a con
formally flat frame for which the twodimensional metric 
hmn has the form 

(2.7) 

in terms of coordinates T and its conjugate harmonic 
function (j. 

In order to analyze the remaining content of Eqs. 
(2.1) and (2.2), it is helpful to introduce a null triad for 
the metric GaB of the space of symmetry labels. 3,4 We 
define N" and Ra by 

DmS'" = 2N" Dmn (2.8) 

and 

D",N'" = R a Dmn 

so that 

N" ~N" ~(:~} 
R" ~RAB ~(: :} 

and 

(2.9) 

(2.10) 

(2.11) 

(2. 12) 

The Killing scalars can now be written in terms of l/J, 
1], and p2, where 

and 

p2=Ra \,., 

with the identity 

T2 = _ x.OI. \,. = _ GClB\,. As == 2(if _ p2l/J). 

Equation (2. 2) now takes the form 

Dml/J= 21]Dmn, 

(2. 13) 

(2.14) 

(2. 15) 

(2.16) 

which implies that l/J, 1], and n are mutually dependent 
functions. The content of Eq. (2.1) not contained in Eq. 
(2.6) can be extracted by contracting (2.1) with d-"sB1As 
and with S"'. The Killing scalars in the resulting two 
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equations can then be rewritten in terms of T), I/!, and T 

by using Eqs. (2.3)-(2.15). Also, terms involving 
Dmn can be eliminated by using Eq. (2. 16). For 
instance, 

and 

(DmAC¥)DnA,. = (2R (c¥!/,> - 2N" JVB)(Dm>.e)DnAa 

= - 2 (JVBDm>.e)l? DnA,. 

l? DmA,. = DmT)- p2Dmn 
=DmT) + [(T2 - 2rf)/4T)I/!]Dml/!. 

This procedure leads to the two equations: 

Dm r.2.... D ", +.l.D (rf)] + (Dml/!)DmT = 0 
L2T)1/! m'l' T)T m I/! T)I/! 

and 

3. THE SOLUTIONS 

(2.17) 

(2.18) 

The field equations have now been reduced to Eqs. 
(2.6), (2.16), (2.17), and (2.18). Equation (2.6) is 
satisfied by introducing T as a harmonic coordinate, and 
Eq. (2.16) implies that I/! and T) are functionally depen
dent. Equation (2.18) determines the dust density Il in 
terms of T), I/!, T and the conformal scale of the 2-geom
etry (see the Appendix). That leaves Eq. (2.17) to be 
solved. 

In order to solve Eq. (2.17), the functional depen
dence of T) and I/! is used to define a function f3 by 

Dmf3 = Dml/!/T)I/!. (3.1) 

By using the harmonic property of T, Eq. (2.17) can 
then be put in the form 

Dm{~ [~Dm(f3T2) +~Dm(~) ]}= O. (3.2) 

This last equation implies the existence of a potential 
W defined by 

*DmW=~ [~Dm(j3T2) +~Dm(~)J. (3.3) 

where a star denotes the dual operator so that 

in terms of the twodimensional alternating tensor €mn. 

The potential W must satisfy the equation 

*D
m 

*Dmw = *Dm{~ [~Dm(f3T2) +~Dm (~)]} 

= *Dm(~ )[~Dm(f3T2) +~Dm(~)] 

or 

T-1 Dm(T Dmw) = O. (3.4) 

But Eq. (3.4) is equivalent to a flat threedimensional 
L..place equation I 
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The general solution thus depends upon an arbitrary 
axisymmetric solution of the Laplace equation wand an 
arbitrary function of one variable, say T)(I/J). Then Eq. 
(3.1) determines the function j3(I/!), and Eq. (3.3) gives 

T*DmW=~D .. (j3T2}+*D .. (~). (3.5) 

Integration of Eqs. (3. 5) determines the function 

~f3T2 + 0/, 

where 0/ is defined by 

Thus wand 7](l/J) determine l/J by a sequence of quadra
tures. Finally, n is determined by integration of (2.14) 
and the metric is determined by a further quadrature 
(see the Appendix). 

For special chOices of the functions wand 7](l/J). The 
physical properties of the solution depend upon the den
sity Il determined by Eq. (2.18). In particular, the phy
Sically relevant domain of the solution is restricted to 
the region where (-l/J), Il, and p2 are positive. Explicit 
details for special cases will be presented elsewhere. 
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APPENDIX 

In addition to the analogs of Eqs. (2.1) and (2.2), 
there are auxiliary field equations given in Ref. 4 
which can be solved by straightforward methods. In the 
present case, these equations reduce to 

R. =~T-2(DmA")DmA,. + 81T1l (Al) 

and 

E '" 2D D T + T-1(D A")D) _l.T-1h (nb''')D) - 0 mn m n m "''ll! 2 mn .Lr 1\ J>'~ - , 

(A2) 

where R. is the scalar curvature of the 2-metric hob' 

When Eqs. (2.1), (2.2), and (2.6) hold, the diver
gence of Emn satisfies 

D"'Emn=DnT~ _~T-2(DmA")DmA" - 81T1l] 

so that Eq. (Al) is extraneous. 

Also, Em" is trace-free and symmetric so that Eq. 
(A2) is equivalent to 

(DnT)E mn = 0 

or 

- D .. [(D"T)DnT] 

= T-l(D"T}{DmA")DnA,. - ~T-l(DmT)(dA")DI>Ac¥' (A3) 

To analyze the content of Eq. (A3), it is convenient to 
introduce the harmonic coordinates, described by Eq. 
(2. 7), for which 
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where am is the derivative with respect to the metric 
(jab' Then Eq. (A3) reduces to 

2am¢ = T-1 (anT)(om A"') i.V'a - tr-1{Omr)(onA"')onA... (A4) 

Equation (A4) determines the conformal scale factor in 
terms of a quadrature provided that the right-hand side 
is consistent with the integrability condition 

€mPopa m¢ = O. 

we have 

€"'I> ap[ T-1{OnT)(Om A'") (OnA",) - tT-1{om T)(onA"')onAa] 

1808 

= €mt>{OnT)(omA'")op{T-10nA",) _ €"'I>{Omr)(OnA"') Op{T-l onAa ) 

= €mp€nm~r (Oq T) (OrA'" )op(T-1 on Aa ) 

= _ ~r(Oq r)(or A"')an(r-10nAa). 

J. Math. Phys., Vol. 16, No.9, September 1975 

But the final side of this equation is conformally invari
ant and vanishes because of Eqs. (2.1) and (2. 2). 
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Correlation inequalities for two-dimensional vector spin 
systems 

James L. Monroe* 

DeP4rtment of Physics. Northwestern University. Evanston, Illinois 60201 
(Received 25 February 1975) 

A set of correlation function inequalities including Griffiths, Kelly, Shennan type inequalities are proven 
for a lattice system of N sites where on each site there is a vector spin [8 = (sX,SZ), ~ = I] whose 
distribution of values over the unit circle is given by 1(8), where 1(8) = f( -8). The spins interact through 
two-body, anisotropic, ferromagnetic interactions. Also an external field h, hX~ 0, and hZ~ 0, is present. 
The proof uses Gaussian random variables. 

I. INTRODUCTION 

Correlation inequalities have received a great amount 
of interest in recent years initially because of their 
applications in statistical mechanics 1 and more recently 
because of their applications in quantum field theory. 2 
In this paper we extend the method of Gaussian random 
variables used previously 3-5 to prove a number of 
correlation inequalities for systems with one-dimen
sional spins to prove a set of inequalities for certain 
lattice spin systems having two-dimensional spins. 

Ginibre 6 has proven a set of Griffiths, Kelly, and 
Sherman 7.8 (hereafter GKS) inequalities for a certain 
class of systems with two-dimensional vector spins. 
The class of systems allowed in the following results 
complements that of Ginibre's by being in some respects 
less restrictive, e. g., the amount of allowed anisotropy 
being greater, while in other respects being more 
restrictive, e. g., only allowing twa-body interactions. 

Besides complementing the class of systems for 
which the inequalities hold new inequalities are proven. 
A negative GKS inequality is proven which shows that any 
correlation average of a product of x components of the 
spin decreases as a function of the interactions in the 
z direction and vice versa (see Eq. (23)]. Also a set of 
new inequalities of more complicated forms of thermal 
averages is proven. 

In Sec. n we describe the general model system and 
discuss a number of preliminaries before proving in 
Sec. m the existence of a general class of inequalities 
for these model systems. Section IV contains explicit 
examples of the general inequalities proven in the 
preceding section and same application of these in
equalities to statistical mechanics. Applications of these 
type inequalities in quantum field theory are also now 
being made. 9 

II. THE MODEL SYSTEM 

The model system consist of set of N sites in v-di
mensional space. Each site has associated with it a two
dimensional vector spin, s = (s", s·), with I s I = 1, whose 
distribution over the unit circle is given by I(S) where 
I(s) is assumed to be even, i. e., l(s)=/(- s). For the 
plane rotator system I(s) = 1. Discrete rotators with p 
allowed states [p even since/(s)=/(-s)] can be con
structed by taking/(s)=~~l 6(8- [21T/p]n). Models of 
this type were proposed and studied by Potts. 10 The 
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system is assumed to have a Hamiltonian of the form 
N 

H=-~ L; J(i,j)(s/s/+e2s/s/,J- L; (h"st+h-sl-> 
I.J 1=1 

(1) 

where J(i, j), e, h", and h- are nonnegative for all i and j. 
The external fields, h" and h·, could be made to vary 
from site to site if desired. 

The method of the proof is based on the identity 11 

exp(t L; ~lalJ~J) = (21T)-N/2(deta)"1/2 
I.J 

(2) 

valid for any real, symmetric, and positive definite 
matrix a, and for any N complex variables ~K' The 
sign of (detatl /2 is to be chosen positive. The right
hand side of Eq. (2) can be considered as the expected 
value E,,(exp~f=1 XI~I) with respect to the Gaussian 
density function 

W N(X) = (21T)-N/2 (detatl /2 exp (- ~ ~ xj(a-l)jJxJ), (3) 
I.J 

where x = (Xl' X2, ••• , X N)' If a is a nonnegative matrix, 
then one can show 

{ 

N n} l = 0 if t n I is odd E IT (x) j 1·1 
",-1 I N 

~ 0 if L n I is even, 
1=1 

where the n , are nonnegative integers. 

(4) 

The identity (2) can be used to rewrite the Boltzmann 
factor exp( - tlH), where hereafter we set tl = 1, by 
identifying the variable ~J with the spin variables S/ or 
eS J. and forming a matrix J = a with off -diagonal elements 
J(i,j) and all diagonal elements equal to a number Jo 
==J(i, i) large enough to guarantee that J is positive de
finite. The Boltzmann factor with Hamiltonian (1) is then 

e-
H = f·J W N(X)W N(Z) exp(~ (xjs t" + h"s I"») 

(5) 
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Here we only assume J to be positive definite and J(i,j) 
real and symmetric J(i,j) =J(j, i). The partition function, 
Z N' is given by 

ZN= f···f TI dslf(sl)e- H 

1=1 

= E { f· ··f tl ds f(s ) x,a 1=1 I I 

(6) 

III. PROOF OF THE CORRELATION INEQUALITIES 

USing the re-expression of the partition function in 
terms of Gaussian random variables, Eq. (6), one can 
write for the correlation functions expressions such as 

(fg)-(f)(g)=E {f···f ~ dsd(sl) ~ ds;f(s;) 
i-I J=1 

+ t E'X(x'+hx)+s "(Ez'+h a»)}, (7) 
}=1}} }}} 

where f and g are products of spin variables Sl' i 
= 1, ... ,N; and F, G, and G' are the corresponding 
derivative operators in terms of x I' EZ I' x~, and EZ~ 
with i = 1, 2, ... N and where by E{ ••• } we mean the 
average taken with respect to the product measure 
W N(X) W N(Z) W N(X') W N(Z') dxdzdx' dz'. 

The crux of the proof is to rewrite Eq. (7) in terms of 
the new variables 

Q I = (l/v'2)(x I + xi), 13 1= (E/v'2)(ZI + zi), 

Y 1= (1/v'2) (x I - x~), 6 I = (E/v'2) (ZI - z~), (8) 

which are obtained by an orthogonal transformation of 
the x/s, x~'s, z/s, and z~ 'so The F, G, and G' now 
become expressions involving partial derivatives with 
respect to the Q1'S, i3's, y's, and 6's. For a large num
ber of F's, G's, and G"s a simplification occurs. (FG 
- FG') has a minus sign preceding the second term, 
while the transformed derivative operator will be a sum 
of products of partial derivatives all of which are 
preceded by only a plus sign. This orthogonal trans
formation is such that W N(X) W N(Z) W N(X') W.,(z') becomes 
Simply W N(Q1) W N(J9) W N(Y) W N(6) and we shall use E{ ... } 
to denote either average as they are equivalent. 

For the statement of the theorem we focus our at
tention on the transformed derivative operators, 1. e. , 
those involving the Q1'S, i3's, y's, and o's. We consider 
the general form 

N (0 )"1'" ( 0 y'l ( 0 )ftk' ( 0 )"Ifi 
D= i,B,I'1 oa l Tii3;) 0Yk ~ 

(9) 

where i,j, k, and 1 range over all lattice sites 1,2, ... ,N 
and n/',n/,n/, and n,5 are nonnegative integers. 

Theorem 1: Define 
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We then have for the model system of Seco II: 

(a) E{D}~O if N3 and N4 are both even; 

(b) E{D}<s 0 if N3 and N4 are both odd; 

(c) E{D}=O in all other cases. 

Note: If hX(h~ = 0, then we have the following more 
restrictive statements: 

(a') E{D}~O if each N 1(N2 ), N 3 , and N4 is even; 

(b') E{D}<sO if each N 1(N2 ), N 3 , and N4 is odd; 

(c /) E{D}=O in all other cases. 

Furthermore, if both hX=O and h"=O, then we have: 

(a") E{D}~O only if N 1 , N 2 , N 3 , and N4 are all even; 

(b") E{D}<sO only if N 1 , N 2 , N 3 , and N4 are all odd; 

(c") E{D}=O in all other cases. 

We shall only prove (a), (b), and (c). The others will be 
easily seen to follow. 

Proof: From Eq. (7) and the definitions of the rotated 
variables, Eq. (8), one has 

E{D}=E{DJ···f ~ ds f(s)~ ds'f(s') 
1=1 I I }=1 } J 

xexp[~ (~ Q1k+h")(Sk"+S~X)+(~ i3k+h") 

x(s "+s,")+_I_ y (s X_S,x)+_E_ O (s "-S'~J} 
k k ,fIkk k ,fIkk k 

(11) 
Now integrating over - Sl and - s; is equivalent to the 
integration over SI and s;, and therefore we can write 

E{D}=E{Df .. f ~ dSlf(SI)~ dsjf(s;) 
1=1 ,.1 

X ~ COShf(L ak + h,,\ (Sk"+S~") 
k·1 L.,12 ) 

+(_E_ 13 +h") (s "+s'") 
,fI k k k 

+ _1_ Yk(Sk"-S~X)+ _€- Ok(s/-s~")lt. (12) 
v'2 v'2 'J) 

Furthermore, using a common identity of hyperbolic 
trig functions, we have 

E{D}=E{Df .. ·f ~ dslf(sl) ~ dsjf(sj) 
1=1 }=1 

X ~ cOSh[(L ct,,+hx
) (s,."+s;X) 

kol V2 

+(,;- J3 k+h") (s,,"+ S"')] 

x cosh (_1_ Y (s "_s'X)+ _E_ 0 (s .-S'"») 12""" .,I2"k" 

+ sinh [(~ a" + h") (s,," + s~") +(~ 13" + he) (Sk' + S~')J 

x sinh (_1_ Y (s x _ s'X) + _E_ 0 (s • _ s,.»)t. 
,fI "" " ff k" "IS (13) 
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For every pair of states s == A and s' == B there is the 
reciprocal pair of states s == Band s' == A. Going from 
one of these pairs of states to the other leaves s + s' 
unchanged while s - s' changes sign. Therefore, since 
sinh (x) is an odd function of x the integrations over the 
sinh functions is zero, and we are left only with the 
integrations over the products of the cosh functions. 

Expanding the cosh terms and conSidering each site 
separately (hence we drop the subscripts), we have for 
the single site integration in Eq. (13) 

[.J f(s)f(s')dsds' 

Expanding the separate terms by the binomial theorem 
and using the angle variables 0 and qJ, where s"==cosO, 

s· == sinO, s '" == cosqJ, and s '. = sinqJ, 

X (y)2m-, (eli)' f~ dO f~ dcp(cosO+COScp)2,.., 
... r -I' 

Considering now only the 0 and qJ integrations and ex
panding each term by the binomial theorem, we have 

2I!t2~'~ (2n- p) (p)(2m-
q) (q) (_1)c+1f 

._0 boO ;;'6 f;;6 abc d 

x f~ dO (cosO)(2m-,).c+(2n-')'. (sinO)p-b+Q"d 
-~ 

x f~ dcp (coscp)·+C(sincp)b+d. 
-~ 

(16) 

For the qJ integral, if b + d = odd number, then the inte
gral is zero. Therefore, we require b + d == even num
ber, and hence b and d are both even or both odd. Simi
lar reasoning for the 6 integral shows (q + p) - (b + d) 
must be an even number. Since b + d is even, q + Pis 
even, and therefore q and p are either both odd or both 
even. Therefore, also, (2m - q) and (2n - p) are both 
even (odd) if p and q are both even (odd). Hence the 
(a + v'2h,,)'s, y's, (e{3 + v'2h·)'s, and Ii's which are to the 
powers 2n - p, 2m - q, p, and q respectively are either 
all to an odd power or all to an even power. However, 
as yet we know nothing of the sign of the coefficients 
given by the integrals over 0 and qJ. 

Using the addition formulas of sin and cos functions, 
one can rewrite the 0 and qJ integral in Eq. (15) as 

(_1)2,.-, J dO J dcp [cosj(O+ cp»)2""'+'[cosj(6- cp)]2" 

x [sinj(O+ cp)]2,.-qo'[sinj(O- cp)]2m, (17) 

where due to the restrictions on p and q found above 
each square bracketed term is to an even power and 
hence the integral is positive. Therefore the coeffiCients 
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are composed of positive terms, binomial coeffiCients, 
factorials, etc., except for the (- 1)2111-' found in Eq. 
(17). If (2m - q) == odd number (forcing p to be odd), then 
we have a negative coefficient, or if 2m - q is an.even 
number (meaning p also even), we have a positive co
efficient. For each site then we have a general series 
of terms of the form 

e(a + v'2h")· (e{3 + v'2h.,b (y)C (eli)d 

- 'I1(a + Y2h")B (e{3 + v'2h.,' (y)C(eli)h, (18) 

where a, b, c, and d are even nonnegative integers, 
e, f, g, and h are odd nonnegative integers, and where 
6and ljJ are nonnegative. This same form is retained 
when taking the product over all sites i, i == 1,2, ... ,N. 
Therefore, using the basic relation expressed in Eq. (4), 
one has the results (a), (b), and (c) of the theorem. 

IV. EXPLICIT INEQUALITIES AND APPLICATIONS 

Theorem 1 is stated in terms of the expectation value, 
E{D}, of a product of derivative operators in the rotated 
variables a, (3, y, and Ii. We now show how these re
sults when written in terms of the initial x, x', z, and 
z' variables give GKS type inequalities as well as ad
ditional new correlation inequalities. 

First we prove the following inequalities using 
Theorem 1: 

(19) 

(20) 

The derivative operator terms of Eq. (7), FG - FG', 
which give these correlation functions are respectively 

- n -- n - - - -+-a[ a aJ [l(a a)] jgAaXj J,=-B aXJ J,=-B ax; -.gA v'2 aa. aYj 

xtgJ~ (a!J + a~)J- )JB[~ (aaaJ - a!JJ} , 
(21) 

n _a (n ! _a _ n ! _a )_ n r~ (_a + _a )~ .E:A az. JEB E aZ J J,=-B e az; - iEALev'2 as. ali. ~ 
xLgB L~ (a~J + a~JJ- JgB[e~ C~J - a~)J}, 

(22) 
where the right-hand side of Eqs. (21) and (22) are in 
terms of the rotated variables of Theorem 1. Equation 
(21) [(22)] consists of a summation of terms of the form 
of Eq. (9) each with a plus sign (all negative terms 
cancel). Furthermore, each remaining term in the ex
pression for Eq. (21) [(22)] has N4 ==0 [N3 =0], and 
therefore we have that each term is covered by either 
statement (a) [(a)] or (c) [(c)] of the theorem. Therefore 
the total expression for Eq. (21) [(22)] consists of a sum 
of nonnegative terms and therefore is itself nonnegative. 

One can also prove the following type inequalities: 

( n (s/) n (s/»-( n (s/»( n (s/» ,,;0. (23) • EA J EB . EA JEB 

The proper derivative expression for this correlation is 
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FIG. 1. 

xLgB [~~ (o~, + o~) ] - ,gJ E~ (O~, - O~)J}, 
(24) 

where again on the right-hand side all terms proceeded 
by a minus sign cancel. Looking at the terms in the 
curly brackets, we have only terms remaining which 
contain an odd number of (%o,)'s, i. e., N4 =odd num
ber. Since there are no other a/0o, type terms, only 
statements (b) and (c) apply to the terms of Eq. (24), 
and the total expression therefore has a nonpositive 
expectation value. 

These inequalities can be used as the original GKS 
inequalities to prove the existence of the thermodynamic 
limit of the correlation functions, The boundary con
ditions obtainable with these model systems extends 
those previously obtainable for the similar systems of 
Ginibre. 6 Now an external field in both x and z direction 
can be applied. Thus, for example, for the plane rota
tor, one can fix the spin to be in any direction in the x
z plane, not Simply the z direction. 

One of the physical consequences of Eqs. (19), (20), 
and (23) when taking A = {i} and B = {j, k} is that in
creasing or adding any interaction along the same direc
tion as that of the magnetization, s /' or s / increases the 
magnetization while increasing or adding any interaction 
in the opposite direction decreases the magnetization. 
Therefore, if one can show, for example, there exists 
a spontaneous magnetization in the x direction, m r* for 
any decrease of E in Eq. (1), one has the guaranteed 
continued existence of m r *. 

Besides the GKS type inequalities we can obtain new 
correlation inequalities by writing any derivative opera
tor which has the form of Eq. (9) but which does not 
directly correspond to a GKS inequality when written in 
terms of the x's, x"s, z's, and ZI'S. In the case of a 
derivative product involving only two partial derivatives 
one has only first or second GKS inequalities. With 
three partial diffel'entiations one has a number of new 
inequalities. For example, (l/v'2)3(O/0ll',)(0/oy,)(0/ 
oy k) gives one the inequality 

(s /,s, rs:> - (s/> (s/s/> - (s,'> (S/Sk'> + (s,,> (s /'Sk'> ~O. 

(25) 
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A similar expreSSion for the z components of the spin 
can be obtained by interchanging {j, with a" 0, with y " 
and ° k with y k' Inequalities of this form may in some 
cases be stronger than the usual GKS inequalities. One 
can select sites i, j, and k as in Fig. 1. Then if one 
thinks of a system with nearest neighbor interactions 
only or any interaction decreasing with the distance be
tween sites, one is intuitively lead to believe for non
zero temperatures 

(s/s/) > (S/Sk%)' (S/Sk'> > (S/Sk%)' (26) 

(For the two-dimensional Onsager-Ising model this 
type behavior can be shown explicitly. 12) Also one 
imagines (s,,> = (s/)= (Sk'>. By defining m = (s ,,>, in
equality (25) can be written as 

{S/S/Sk'> - (Sk'>{S/S,'> ~m[(s/sk%) - (S/Sk'>]. (27) 

Hence, when m > 0 and Eq. (26) holds, the right-hand 
side of (27) is a positive number rather than the zero of 
the GKS inequality. 

Other inequalities involving three partial differentia
tions can be found. Corresponding to [(1/E2)(1/ff)3(o/ 
oa,)(%o,}(%Ok)]' one has 

(s /s /s /> - (s /s /> (s /> -(s /Sk'> (s /> + (s ,,> (s /Sk'> ~ 0, 

(28) 

or, taking [(1je2}(ljff)3(ojoy,)(ojo{j,)(ojook)]' one has 

(s /S/Sk'> - (s /s ,,>(s k'> + (s/s k'> (s, '> - (s,,> (s/s k'> "" O. 

(29) 

Together (28) and (29) give 

(s I'> {s /Sk'> - (s ,,> (s /s k'> ~ O. (30) 

Other inequalities involving four, five, etc., sites can 
be generated in a similar manner. 
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We discuss the projective unitary representations of the Weyl group (poincare group enlarged with 

dilatations). 

1. INTRODUCTION 

Conformal invariance is actively investigated nowa
days; it implies, besides Poincare invariance, dilata
tions and" special conformal transformations.,,1 Since 
scale invariance guarantees by itself the conservation 
of the special generators (in some sense; see Refs. 1 
and 2), a first step to understand a conformal quantum 
theory is to develop a "Wigner program" for the "Weyl 
group" of dilatations plus Poincare group, i. e., the 
search of projective unitary irreducible representations 
of this group; this is the aim of the present paper. 

In Sec. 2 we define the group; in Sec. 3 and 4 we 
study and characterize the pertinent representations; 
Sec. 5 contains some comments on the explicit 
realizations. 

2. THE GROUP i:: 
Let D be the one-parametric Lie group of multiplica

tion of a four-vector by a positive real number. It is an 
Abelian, connected and simply connected group, but a 
noncompact group, which is isomorphic to the additive 
group IR of the real numbers. 

Let a =D®Lo be the direct product of the homogeneous 
connected Lorentz group Lo by the former group D of 
dilatations. 

If T4 denotes the four-dimensional translation group 
and we consider the natural action of D® Lo=a over 
T4, we will call 'f. the semidirect product of groups: 
i = T4 8 (D®L o)' This group'f:. does not keep distances, 
but does operate causally, i. e., keeps the nature of 
spacelike, timelike, and lightlike vectors, as well as 
future and past (when compatible); in fact it is a "maxi
mal causal group" for relativity (Zeeman3). 

Then, when an origin is fixed, the coordinates of a 
point and the corresponding image by the transforma
tion Ca, A, A) of c are related by 

x,p. = AN',,~ + aIlo. 

3. THE PROJECTIVE UNITARY REPRESENTATIONS 
OFf:: 

If'f:. is considered as the symmetry group in a quan
tum theory, one must find the projective (anti-) unitary 
irreducible representations of f::. But as'f:: is a connect
ed Lie group, a continuous representation cannot be 
(projective) antiunitary. The method of studying the 
projective unitary irreducible representations (PUIR) 
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of a connected Lie group G is developed in Ref. 4, 
where it is shown that all of the PUIR of G can be de
duced from the UIR of a group G called projective 
covering group of G, which is the middle group of a 
well-defined central extension of the universal covering 
group G* of G, by the second cohomology group 
JI2 0 (LG, lR) of the Lie algebras LG and R of the groups G 
and U(l), relative to the trivial action of LG over :rn.. 

In the simplest cases in which Iflo (LG,:rn.) == 0, the 
projective covering group coincides with the universal 
covering group. This is the case that we are consider
ing as we shall justify. 

In fact, let'f be the group defined in Sec. 2. The 
corresponding Lie algebra L f:: is generated by the in
finitesimal generators (non-Hermitian) M .. ",Pp., and D. 
The commutation relations in L'f:::. are those of the 
Poincare Lie algebra, plus the following ones: 

[M .. ",D]=O, [Pp.,D]== - p ... 

All central extensions of L'f::. by :rn. can be obtained in 
a simple way by using the method proposed by Levy
Leblond. 5 All the extensions of Poincare Lie algebra by 
:rn. are trivial extensions, so that we can say that any 
central extension of Li::. by:rn. is generated by M .. ",P .. ,D, 
and a new generator I. We must consider the same com
mutation relations that in the Poincare case, plus the 
new ones: 

[M .. ",D]==m .. "I, [P .. ,D]==-P .. +P .. I, 

where m .. " = E (M .. ", D) and P .. = E (P .. , D) are the values 
of the "cocycle" ::: associated to the extension. As a 
consequence of the associative character of the compo
sition law in the algebra (d is the boundary operator), 

d::: (A, B, C) = E ([A, B], C) + :::([B, C],A) + E([C,A], B) = ° 
holds for all A, B, C ELi: 

If we consider d E (D, Milo", M~u) = 0, we obtain easily 

S«(M .. ", MAuJ,D) = O. 

Here, the explicit form of this commutator is irrele
vant, but such a commutator is a linear combination of 
the generators M"'/l which is reduced to a single M"" (up 
to a constant) when Il = A. Then we obtain in this case 
Z(Mva,D)=O, that is to say, m",,=O. An analogous ar
argument, with d E ([D, M~], P ,,) = 0 leads to Pv = O. 
Then every extension of Li: by :rn. is a trivial one, and 
we can summarize as follows: 

Theorem 3.1: Every PUR of the group 1::. can be lifted 

Copyright © 1975 American Institute of Physics 1813 



                                                                                                                                    

to an UR of the universal covering group't:-* of~. Con
versely those unitary representations of'l::* mapping the 
kernel of the covering homomorphism in U(l) give rise 
to projective unitary representations of '1::. 

4. CHARACTERIZATION OF UNITARY 
REPRESENTATIONS OFi 

Now, we must characterize all IUR of the universal 
covering group of'/:, because any IUR of'f* does satisfy 
the condition "mapping the kernel of the covering homo
morphism in U(l)." In fact, the Schur lemma tells us 
that this kernel, being a central subgroup of i::,..*, is 
necessarily mapped onto U(l), for every IUR. 

This problem can be solved following the Wigner
Mackey method which can be applied directly in the 
search of the IUR of any regular semidirect product 
with an Abelian kernel. 6 In fact, the group'b* is simi
lar to'/:" but Lo must be "replaced" by SL(2, CC), this 
last acting on T4 via covering homomorphism SL(2, CC) 
- Lo. Therefore, 't:-* is a regular semidirect product 

'1:::* = T4 (') (D® SL(2, CC)} 

with the Abelian kernel T 4 1':::m4• The dual group T4 of T4 
is also (isomorphic to) m4. Under the action of 
D® SL(2, CC), T4 breaks up into six orbits: {O}, v~, 0:' 
Of> where V~ is the future (past) lightcone, O~ the in
side and 0i the outside of V. 

For the orbits O~, 0i the little groups can be easily 
calculated, and we find 

Go± "" SU(2), GOI = SU(l, 1). 

They are the same isotopy groups as for the Poincare 
case. This result is that we have to expect:' Any dilata
tion A"* 1 does change the (Minkowsky) length of any 
spacelike or timelike vector; therefore? the correspond
ing little groups cannot contain any dilatation with A"* 1. 
But for the light cone, the preceding argument does not 
exclude dilatations of the little group, because they 
keep the length of the lightlike vectors. In fact, let p 
= (0, 0,1,1) the standard point on V+. The general form 
of an element in D®SL(2, CC) can be taken as a 2x 2 
matrix M 

where'\EJR+, ~,(3,y,OECC, ando:o-{3y===1. 

If M leaves p invariant, we can easily conclude that 
M is as follows: 

Jl,I= (exp(icp/2) A exp(- iCP/2») 
o ,\ exp(- icp/2) 

with ,\ E m+, a E CC, cP E m. 

The structure of this little group can be easily seen: 
Its law of composition is 

M(a, A, cp) M(b, J.l., 8) 

= Mea + (l/A) exp(- icp) b, '\J.l., cp + 8) 

Because of this law, it is clear that the subgroup T2 
= {M(a, 1, On is an invariant one, A = {M(O, A, cpn is an 
subgroup and both determines a semidirect product 
structure on GIy+) whose action is (A, cp): a 1- A-1 
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(A, cp): a 1- ,\_le-iIPa, where a is a shorthand symbol for 
(a,1,O) and (A,cp) for (O,'\,cp). Th~ the little group of 
the light cone is G Iy+) '" T2 0 (nt ®U(1», where U(i) stands 

for the first covering (twofold) of U(l) and m+ is the 
multiplicative group of positive real numbers. To see 
more clearly the relation of this little group with the 
first covering of the Euclidean group E(2) which appears 
in the case of Poincare group, the little group G{V+\ can 
be seen to be isomorphic to the semidirect product 
E(2) 8m+ with respect to the action '\: (a, cp) 1- (,\-1 a, cp). 

To visualize this little group, we can say that, on the 
standard lightlike vector, some Lorentz transforma
tions act as a dilatation, and can be "compensated" by 
a suitable real dilatation, The real number ,\ E m+ pa
rametrizes such a "compensated" dilatation. 

Obviously, the little group of the trivial orbit {O} is the 
direct product D® SL(2, CC) and its representations are 
product of the any two corresponding to D and SL(2, CC), 
which are well known. 

The following step is to find the irreducible unitary 
representations of these little groups. 

We comment only the case of G{v+\. As this group 
is itself a regular semidirect product with Abelian 
kernel, the Wigner-Mackey technique is to be applied. 
It is clear that 6('1) ® m+ produces in T2 only two orbits, 
which we call {O} and C= T2 - {O}. In the first case, the 
little group is 6(1) ® JR+; in the second, Z2 [because the 
double covering 6(1) - U(1)]. The irreducible unitary 
representations of U(r) ® JR+ are well known, and are 
characterized by n/2 (n E Z) and P E JR; in the case of 
Z2, there are only two representations which are de
noted by E = ±. 

All IUR of G
IV

+\ are given below. 

Orbit 

{O} 

C 

[p,n/2] 

[E] 

Representations 

pEm, nE Z 

E=± 

Then, all the IUR of -b* are given by 

Orbit Representations 

[±;n/2] nE Z 

no physical sense 

{O} no physical sense, but presumably 
include the vacuum 

V~ 
{

[±; {o}; p, n/2] PE JR, nE Z 
[±; C; €] E=± 

As stated in Theorem 3.1, these are also the PUIR 
of the group '1::. As we can see, for the O±, OJ orbits, 
the label mE m+ dissappears; for V~ there appears a 
"dimension label" P Em in one series and the label E 
of "continuous spin" disappears in the other series; 
finally for the orbit {O} there appears also a "dimen
sion label" P E m. 

5. REALIZATION OF THE REPRESENTATIONS 

As is well known, the Mackey-Wigner technique pro-
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vides not only a characterization, but also a construc
tion of the induced representations. In our case we can 
take the same procedure that for the Poincar~ group 
with only this difference: the invariant Haar measure 
induce now only a quasi-invariant measure, so that the 
representation acquires a factor (the square root of the 
Radon- Nikodym derivative; see Simms. 7) 

As an example take the a+ case; the Hilbert space is 
L2(a+ - V2s+1 (a:», with scalar product 

(l/Jl' l/J2> = f 9 l/Jl(p) l/J2(P) 

and the representation is 

[U(a, X, A) l/J ](p) = (l/X) exp(- ipa) DaCAO> l/JCX-1A-lp) 
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so that unitarity is automatic LAo is in the little group 
SU(2»). 

IA. SaIamandG. Mack, Ann. Phys. (N.y.) 53,174 (1969). 
2 • 
S. Coleman and R. Jackiw, Ann. Phys. (N. Y.) 67, 552 
(1971). 

3E. C. Zeeman, J. Math. Phys. 5, 490 (1964). 
4J. F. Carlliena and M. Santander, J. Math. Phys. 16, 1416 

(1975); see also references therein. 
5J.M. Levy-Leblond "Galilei group and Galilean invariance," 
in Group Theory and Its Applications, Vol. II, edited by 
E.M. Loebl (Academic, New York, 1971). 

8M.A. Naimark, Les representations lineaires du groupe de 
Lorentz: (Dunod, Paris, 1962). 

7D.J. Simms, Lie Groups and Quantum Mechanics, Lecture 
Notes in Math., Vol. 52 (Springer, New York, 1968). 

8oya, Cariirena, and Santander 1815 



                                                                                                                                    

Properties of linear representations with a highest weight 
for the semisimple Lie algebras* 

B. Grubert 

Physics Department, Southern Illinois University, Carbondale, Illinois 62901 
and Physikalisches Institut, Universitiit Wiirzburg. D-87 Wiirzburg, Germany 

A. U. Klimyk 

Institute for Theoretical Physics, Academy of Sciences of the Ukrainian SSR, Kiev, USSR 
(Received 13 January 1975) 

A theory for the representations with a highest and/or lowest weight is given for the semisimple complex 
Lie algebras (and their real forms). These representations are either irreducible finite-dimensional, 
irreducible infinite-dimensional or reducible, but not completely reducible, infinite-dimensional (caJJed 
elementary representations), depending upon the property of the associated highest (or lowest) weight A. 
No restriction is made to those representations of the semisimple Lie algebras which can be integrated to 
form representations of the corresponding Lie group. The algebra Al is chosen (Sec. III) as a simple and 
familiar example upon which, however, much of the proof for the results obtained for the theory of 
representations with a highest (and/or lowest) weight for the general case of a semisimple Lie algebra rests 
(Sec. IV). It is demonstrated that the irreducible representations D(A) with a highest (and/or lowest) 
weight A of the semisimple Lie algebras decompose with respect to any (regularly) embedded subalgebra of 
the type Al in the manner that either (a) the subrepresentations subduced on Al are all irreducible finite
dimensional, or (b) all infinite-dimensional. If for case (b) the complex number MQ == 2(M,a)/(a,a), a the 
(simple) root of Al and M a weight of D(A) extremal with respect to AI> is not a nonnegative integer, then 
the representation subduced on Al is irreducible. If, however, MQ is a nonnegative integer, then a reducible 
but not completely reducible, representation is subduced on AI' Based upon the results of Sec. IVa 
generalization of Freudenthal's formula is obtained in Sec. V, valid for irreducible infinite-dimensional 
representations with highest (or lowest) weight. In Sec. VI generaIizations are given of Racah's recurrence 
relation for the multiplicity of weights, Weyl's character formula and Kostant's formula for the multiplicity 
of weights for infinite-dimensional irreducible representations with a highest (or lowest) weight of the 
semisimple Lie algebras. These formulas are derived utilizing theorems and lemmas obtained by Verma, I. 
M. Gel'fand, S. I. Gel'fand, Bernstein, Harish-Chandra and the results of Sec. IV. In Sec. VII some of the 
infinite-dimensional representations of the algebra A2 are discussed as examples, employing the geometrical 
methods developed by Antoine and Speiser and by Biedenharn and others. 

I. INTRODUCTION 
The motivation for writing this article stems basical

ly from the fact that, over the past few years, infinite
dimensional representations with highest weights have 
become of increased importance in physics. Among the 
applications of infinite-dimensional representations 
with highest weights of semisimple Lie algebras are 
the hydrogen atom, 1 the N-dimensional harmonic oscil
lator.2 Also the so-called ladder representations, 3a ap
plied in particle physics, 3b represent an example for the 
use of this type of representations in physics. Still other 
interesting applications are discussed in Ref. (4). 

of the corresponding Lie {;roup. These representations 
have the property that 2(A, ai)/(ai, ai) =ni' ni integers 
~ 0 or < 0, with A the highest weight of an irreducible 
representation and the ai the simple roots of a semi
simple Lie algebra G. This type of representation forms 
only a small subset of the set of representations with a 
highest weight. And, in fact, it is only those represen
tations of this subset which have at most one of the in
tegers ni < 0 that can be integrated to representations 

It was felt that a systematic study of the theory of 
infinite-dimensional representations with highest weights 
of the semisimple Lie algebras would be of interest in 
view of their increasing importance in physics. From 
this point of view, in addition to results obtained by the 
authors, results obtained by other scientists have been 
included in this article, in order to give as complete as 
possible a comprehensive theory for the infinite-dimen
sional representations with highest weights for the com
plex semisimple Lie algebras. 

Infinite-dimensional representations with highest 
weights for the semisimple Lie algebras have been 
studied extenSively by Harish-Chandra. 5 However, 
Harish-Chandra restricted his attention to those repre
sentations with a highest weight of real semisimple Lie 
algebras that can be integrated to form a representation 
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of the corresponding group. This restriction is not 
maintained in this article and all representations with 
a highest weight of a semisimple complex Lie algebra 
will be considered, independent of whether they can be 
integrated to representations of the corresponding Lie 
group or whether they can be continued to merely a 
local representation of the corresponding Lie group. 

In 1968 an article was published by Verma6 which con
tains essential results for a theory of infinite-dimen
sional representations with a highest weight of semi
simple Lie algebras. Some of these results will be 
quoted and utilized below. Verma, in proving some of 
his theorems had to use conjectures, based upon which 
the theorems would hold. One of these conjectures was 
shown to be not valid by Gel'fand and collaborators. 7 

In fact, it was demonstrated by them that Theorem 1 of 
Verma, based on that conjecture, could not hold in the 
form in which it was formulated. Below it will be proved 
that part of Verma's Theorem 1, reformulated as Lem-
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ma 5, nevertheless holds. Based on another conjecture, 
Verma derived a formula for the multiplicity of weights 
of irreducible representations with a highest weight of 
the semisimple Lie algebras. However, for the case of 
highest weights A, which have the property that S(A + R) 
=A + R. for some element S of the Weyl group W, S ¢ 1, 
this formula is not correct (for infinite-dimensional rep
resentations A is not restricted to the fundamental do
main). Counter examples can be easily constructed from 
the algebras of rank 2. Other formulas for the multipli
city of weights of representations with highest weights 
will be derived in Sec. V and Sec. VI. 

Listed in some greater detail, this article consists in 
a study of the infinite-dimensional representations with 
highest weight of the complex semisimple Lie algebras, 
with the aim of 

(1) determining the invariance properties of their 
weight diagrams with respect to the Weyl group, 

(2) obtaining recurrence relations of the type of the 
formulas by Freudenthal and Kostant for the case 
of finite-dimensional representations, 

(3) introducing characters, as elements of a com
mutative domain of integrity, 

(4) the derivation of a formula for the character, 
which corresponds to Weyl's character formula 
for the case of finite-dimensional representations, 

(5) the derivation of a formula for the multipicity of 
weights which corresponds to Kostant's formula 
(involving the partition function) for the case of 
finite-dimensional representations. 

In Sec. IT of this article definitions are given concern
ing Lie algebras and representations, not necessarily 
irreducible, with a highest weight. In particular, the 
notion of an elementary representation is introduced. 
Further, a theorem on the decomposition of an infinite
dimensional representation with highest weight with 
respect to its weight subspaces is quoted, in view of its 
use in later sections. Finally, the complex Lie algebra 
L(3, C) and its real form L(2, 1) are chosen in order to 
give some examples of infinite-dimensional representa
tions with a highest weight. 

Section m gives a summary of the theory of repre
sentations with a highest weight for the algebra At> cor
responding to the Lie group SU (2) and SO (3). The pur
pose of this summary is twofold. First, it serves as 
another, and complete, example for the theory of rep
resentations with a highest weight of a complex Lie 
algebra through the derivation of all its' representations 
with highest weight. Second, this summary is of vital 
importance for later applications, in particular in Sec. 
IV. 

Section IV is the central part of this article and much 
of the rest of this article is based upon it. In particular, 
the results of Sec. IV permit the derivation of 
Freudenthal's formula for (infinite-dimensional) irre
ducible representations with a highest weight of a simple 
Lie algebra G. Theorem 3 of Sec. IV describes the de
composition of irreducible representations with a high
est weight with respect to all subalgebras of the type 
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GO + GOl + G .... , where GO is the Cartan subalgebra of the 
algebra G and G'" and G .... are the subspaces of the 
Cartan decomposition of the algebra Gcorresponding 
to the roots Q and (- Q). Knowing this decompOSition 
for any such subalgebra, with Q corresponding to a 
"compact root" or a "noncompact root," yields in par
ticular complete information concerning the multiplicity 
structure of these representations. 

In Sec. V Freudenthal's formula is derived for irre
ducible representations with a highest weight for simple 
Lie algebras. The proof follows closely Jacobson's 
proof8a of Freudenthal's formula for the case of finite
dimensional representations and is based upon results 
obtained in Sec. IV. 

In Sec. VI the concept of character is introduced for 
infinite-dimensional representations with a highest 
weight. Theorems derived by Gel'fand and Verma, per
tinent for the derivation of results that are to follow, 
are quoted. Based upon these theorems the recurrence 
relations for the multiplicity of weights of the type of 
Racah and Kostant are proved, with some modifications, 
for the case of infinite-dimensional representations with 
a highest weight. Weyl's character formula is derived 
and, finally, Kostant's formula for the multiplicity of 
weights (involving the partition function) is obtained for 
infinite-dimensional representations with a highest 
weight. Some of the proofs for the theorems of this 
section have also been given by Dixmier. 8b 

In Sec: VIT the algebra Az is chosen to demonstrate 
the meaning of the formulas obtained in Sec. VI on hand 
of an example. The graphical method employed is a 
continuation of the geometrical methods developed by 
Antoine and Speiser9 for finite-dimensional representa
tions and by Biedenharn and otherslO for infinite-dimen
Sional representations. 

II. REPRESENTATIONS WITH A HIGHEST 
(LOWEST) WEIGHT 

Let G be a complex semisimple Lie algebra of rank 
l. Let G=Go+IaErGa denote the canonical decomposi
tion of this algebra, where the sum goes over all roots Q 

of the root system r. Then the algebra G can be gen
erated by elements hi' el> Ii> i = 1, 2, ... , l. Thereby 
the elements hi form a basis for the Cartan subalgebra 
GO of the algebra G, while the el are elements of the 
(one-dimensional) subspaces Gal of G, corresponding 
to the simple roots QI' i = 1, 2, ... , l, and the II are the 
elements of the root spaces G-<llj of G. The elements 
hi> el, and Ii can be chosen in a manner such that the 
following commutation relations hold, 

[hI> hj ]= 0, 

[hi, ej ]= Q/hl)ej) 

[hl,!j]=- Qj(hj)/J, 

VI' el] = hi> 

VI> eJ]=O for i¢j. 

Let p denote a linear representation of the algebra G in 
a linear space V. A representation p of an algebra G 
defines uniquely a representation p(O) of the universal 
enveloping algebra 0 of the algebra G. 
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A representation p of an algebra G is called a repre
sentation with a highest weight on the space V if the fol
lowing conditions hold: 

(1) There exists a vector x in the representation 
space V such that p(h)x = A(h)x for every h, 
hE G, where A(h) is a linear form on GO. 

(2)p(el )x=0, i=1,2,·'·,l. 

(3) V={p(a)x/a En}, i. e., the set of vectors p(a)x, 
for given x, coincides with Vas the element a 
goes over n. 

The linear form A (h) is called the highest weight of the 
representation p. 

The finite-dimensional irreducible representations of 
the semisimple complex Lie algebras are examples for 
representations with a highest weight. 

In the following the definition for an elementary 
representation is given. For this purpose let A ,;A(h) 
denote some fixed linear form on GO. For given A a 
representation p of the algebra G is constructed in the 
following manner: 

Let G- denote that subalgebra of G which is generated 
by the elements fl of G. Let n_ denote the subalgebra 
of n which is generated by the subalgebra G-. Then n_ 
is the universal enveloping algebra of G-. The envelop
ing algebra n_ forms a linear space and the space is 
taken as the carrier space of a linear representation p 
of the algebra G. As a basis for the space n_ the follow
ing set of elements is chosen 

1, fil x fi a x ... xflr ,; fl/la ... fir' 

i j =1,2, ... ,l, r=1,2, ... 

with the condition that every pair of elements 

fll •. 'fin_/I/ln+/ln+a" 'fir' 

is identified for which [tln'!ln) = ° holds. A represen
tation p of the algebra G on the space n_ can then be de
fined as follows: 

p(h)1=A1, 

P{fI)1 =fi' 

p(ei)1 = 0, 

p(h)fl/la .•. fir = (A - all - aia - ... - air) 

X (h)fl l fia ..• fir' 

p{fl)filfia .•• fir = f JI/ia ... fir' 

i = 1,2, .. " l, 

where the 0lj is the Kronecker Delta. 

(1) 

It is not difficult to verify that the formulas (1) indeed 
define a representation of the algebra G on the space 
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n_. This representation will be called an elementary 
representation with a highest weight and will be denoted 
by d A • 

There exists a one-to-one correspondence between 
complex linear forms A on GO and elementary represen
tations d A • The representations dA are in general re
ducible, but not completely reducible. This implies 
that condition (2) of the definition of representations 
with a highest weight will, in general, hold also for 
other vectors of the space V. Thus the representation 
space V of d A may have an invariant subspace V' such 
that the representation induced on the factorspace V lv' 
is an irreducible representation with highest weight 
A(h). 

Elementary representations playa useful and im
portant role in the investigation of irreducible repre
sentations with a highest weight. 

Below an important theorem on certain properties of 
linear representations with a highest weight is quoted 
for subsequent use in later sections. 11 

Theorem 1: Let p denote a linear representation of 
a semisimple complex Lie algebra G with highest weight 
A which acts on the vector space V. Then the space V 
decomposes into a direct sum of finite-dimensional sub
spaces V M where V M is the set of all vectors x of V for 
which p(h)x = M(h)x for all hE GO. The subspace V A is 
one-dimensional. The highest weight A is unique and 
every other weight of the representation p can be ex
pressed in the form A - ~=l kj ai' where the ai are the 
positive simple roots of G and the k i nonnegative inte
gers. Moreover, to every linear form A on GO there 
exists, up to equivalence, one and only one irreducible 
representation of G with A as highest weight. 

An irreducible representation with highest weight A 
will be denoted by D A' Representations with a lowest 
weight are related to irreducible representations with 
a highest weight through symmetry considerations. If 
2(A, aj)/(aj , aj) is a nonnegative integer for every sim
ple root ai> then and only then is D A a finite-dimensional 
representation (i. e., a representation with a highest as 
well as a lowest weight). 

The dimension of the subspace V M of Theorem 1 is 
called the multiplicity of the weight M in the represen
tation D A • 

So far linear representations of complex semisimple 
Lie algebras have been considered. This restriction is, 
however, not necessary since there exists a one-to-one 
correspondence between the representations with a 
highest weight of a complex Lie algebra G and its real 
forms. This one-to-one correspondence will be demon
strated in what follows, taking the general linear group 
GL (n, C) as an example. 

The algebra of GL (n, C) is denoted by L (n, C). As 
basis for L(n, C) the matrices elk' i, k = 1, 2, ... n, can 
be chosen with the matrix elements (elk)1 '" = 0Il Ok"" 
l, m = 1,2, ... , n. The complex linear combinations of 
the elk constitute the algebra L(n, C). The elements elk 
and "..-::teik are linearly dependent elements of this 
algebra, and in a representation of L(n, C) the operators 
Eik and "..-::t Elk correspond to these two elements. This 
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is in distinction to the case when the algebra L(n, C) is 
considered to be real. Then the dimension of the alge
bra is twice the dimension of the "complex L(n, C)" 
with elk and I=t elk as basis elements. The algebra con
sists in this case of all real linear combinations of the 
elk and I=t elk' However, in a representation the two 
operators representing the elements elk and I=t elk are 
not necessarily related by I=t as it is the case above. 
Representations of the complex Lie algebra will be 
called complex representations. 

A complex Lie algebra G may contain real subalge
bras with the property that their complex extension 
yields the complex Lie algebra G. Such subalgebras are 
called real forms of the complex algebra G. Therefore, 
a complex representation of the (complex) Lie algebra 
G will induce a representation of any of its real forms. 
Conversely, a representation of a real Lie algebra will 
generate a complex representation of the complex Lie 
algebra corresponding to it. The irreducibility of rep
resentations is conserved in this correspondence be
tween the complex representation of the complex Lie 
algebras and the representations of its real forms. 

It follows that to (irreducible) representations with a 
highest weight of a complex Lie algebra correspond 
(irreducible) representations of their real forms. These 
representations of the real forms are also called rep
resentations with a highest weight. 

A simple example for representations with a highest 
weight is supplied by conSidering the (real) Lie algebra 
L(2,1) of the group U(2,1). Some of the representations 
of the discrete series of representations of the algebra 
L(2, 1) are representations with a highest weight. The 
representations of the discrete series of L(2, 1) are ob
tained by partitioning the number 2 into two nonnegative 
integers, p, q. To the three possible partitions (2,0), 
(1, 1), and (0,2) correspond the following three types of 
generalized Gel'fand Zetlin patterns, 

< 
m13 m23 mss) m12? mlS + 1 

m12 m22 m13 + 1 ? m 22 ? mss + 1 

mll ma? mll ? m22 

~2 mlS m2S mss m~ 

'\ mll / 

m12? m13 +1 

mss-1? m22 

<
m 13 m2S mss 1 m23 - 1 ? ma ? mss - 1 

ma m22 mss - 1 ? m22 

mll ma? mll? m22 

with the mik integers. If a pattern is denoted by the 
symbol 9 and the basis vector corresponding to it by 
~(9), then the operators E u , E1l-1,k' E k,Il-1 which cor
respond to the elements eu , ell-lJ ek.1l-1 of L(2, 1) [and 
of L(3, C), the complex extension of L(2, 1) J are given 
by 
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Eu~(9) =( ~ mlk-~ ml.k-l )H9), 

Ek.k_1H9)=t b!_1(9)~(9~1)' 
1=1 

(3) 

(4) 

where a!-1(9), b!_1(9) are numbers depending on the val
ues m ik and 9!-1 is the pattern obtained from the pattern 
9 by replacing m l .k-1 by m l ,Il-1 + 1 while 9~1 is the pat
tern obtained from the pattern 9 by replacing m l • k _1 by 
m l.1l-1 -1. The formulas (2)-(4) have been given for the 
general case L(p, q), p + q = n, with i = 1, 2, ... , n [and 
thus also hold for L(n, C)]. For n = 3 and p = 2, q= 1, 
the example L(2, 1) is obtained. 

The matrices ekk, k = 1, 2, ... , n, form a basis for the 
Cartan subalgebra of the algebra L(n, C). Therefore, 
the vectors ~(9) are weight vectors with respect to this 
Cartan subalgebra. Analyzing the inequalities imposed 
on the numbers m lk it is easy to recognize that the rep
resentations which correspond to the partitions p 
~ 2 + 0 and p = 0 + 2 of L(2, 1) are representations with 
a highest weight and a lowest weight, respectively. In 
general it can be observed that as a consequence of the 
conditions imposed on the m lk , the representations of 
the discrete series of the algebra L(p, q) which corre
spond to the partitions p = p + 0 and p = 0 + P are repre
sentations with a highest and lowest weight, 
respectively. 

The "ladder representations" of the algebra L(p, q), 
which are not representations of the discrete series, 3 

are also representations with a highest (lowest) weight. 
The Lie algebra of the group SO(p, q) contains among its 
representations of the discrete series also represen
tations with a highest (lowest) weight. 

III. REPRESENTATIONS WITH A HIGHEST WEIGHT 
OF THE SIMPLE ALGEBRAS OF RANK 1 

In this section some known results are discussed con
cerning the theory of linear representations of the sim
ple algebras of rank 1. These results are basic for the 
further development of the theory of representations of 
the semisimple Lie algebras as given in this article. 
Therefore, below a brief outline is given of the prop
erties of representations of simple algebras of rank 1 
upon which much of the following will rely upon. 

Let G be a three-dimensional complex simple Lie 
algebra with basis e, j, h for which the following com
mutation relations hold: 

[h, e]=2e, [h,j]=- 2j, If, e]=h. (5) 

Since the Cartan subspace of this algebra is one-dimen
Sional, the linear form A(h) is uniquely characterized 
by the complex number A. 

Let P A be a representation of G with A as highest 
weight and let x be the vector corresponding to this 
highest weight, PA(h)x=Ax. Then, since 

PA(h)(PA(fJX) = (PA(fJPA(h) - 2PA(fJ)X = (A - 2)PA(/!X, (6) 

the vector PA(fJX is again an eigenvector of PA(h) and 
thus is a weight vector corresponding to the weight 
(A- 2). Similarly, the vectors (PA(fJ)2X, (PA(t)3X,'" 
are weight vectors corresponding to the weights A - 4, 
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A - 6, .. " respectively. Continuing in this manner a 
sequence of weight vectors is obtained. This sequence 
may be finite or infinite. 

Setting (PA(t))iX =x j , i = 0,1,2, "', the following prop
erty holds: 

PA(e)xj =(-jA+j(j-1))xj _1 • (7) 

Proof: This formula is correct for j = 0. Suppose it 
is correct for all values j ~ i. Then for i =j + 1, 

PA(e)x j =PA(e)xj+l 

=PA(e)PA(f)xj 

= (PA(f)PA(e) - PA(h))xj 

= PA(f)(- jA + j(j -1))Xj _l - (A - 2j)xj 

= (- (j + l)A + j(j + l))xj 

= (- iA + i(i - l))X i _l' 

The operators PA(h), PA(e), PA(f) acting on a vector Xi 
of the set {xj/i = 0,1,2' .. } yield a multiple of another 
element of this set. For representations with a highest 
weight A therefore this set is invariant under the oper
ators p(h), pee), p(f) and the most general element of, 
this space which carries the representation P A is ob
tained as a linear combination over the elements of this 
set. 

If for some value i it holds that PA(f)Xi = 0, then the 
representation is finite-dimensional and necessarily ir
reducible. In order that a representation is finite
dimensional a necessary (but not sufficient) condition 
is that the highest weight A is a nonnegative integer. 
(It should be emphasized that we are not restricting our 
attention to irreducible representations. Thus PA may 
be a representation which is reducible but not complete
ly reducible. For irreducible representations the con
dition is necessary and sufficient. ) 

A representation PM with A a complex number, may 
be infinite-dimensional (and is so necessarily except 
for A a nonnegative integer). A necessary and sufficient 
condition for an infinite-dimensional representation P A 
to be reducible is that A is a nonnegative integer. This 
is shown as follows. If for every value i = 0, 1, 2, ... 
it holds that PA(f)XI '* 0, then the representation is infi
nite-dimensional. If in equation (7) the coefficient on 
the right-hand side becomes zero, namely if 

- jA + j(j - 1) = 0, (8) 

for some value j '* 0, then the representation PAis re
ducible. In this case the vector~ xi> Xj+l>'" form the 
basis of an invariant subspace V of V. This is however 
the case for A = j - 1. The restriction of PA on the in
variant subspace if forms an irreducible infinite-dimen
sional representation with highest weight - (A + 2). The 
weight vector corresponding to the highest weight is 
x A+l' If, on the other hand, A is not a nonnegative in
teger, then an infinite-dimensional representation is 
irreducible. This can be seen as follows. An arbitrary 
vector of the representation space V is given by 

y = l3i1Xil + i3iaXja + ... + i3jnXln' 

where the f3t j are complex numbers. Acting on such a 
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vector successively with the operator PA(e) yields, after 
a finite number of steps, a vector i3xo with 13 some com
plex number not equal to zero and Xo the basis vector 
corresponding to the highest weight A. Then, acting on 
Xo by operators of the form (PA(f))n it is possible to ob
tain an arbitrary basis vector of V. Thus the following 
theorem holds: 

Theorem 2: Every representation with a highest 
weight of a complex simple Lie algebra of rank 1 is 
equivalent to one of the following representations: 

(1) Irreducible, finite-dimensional representation 
P A' For this type of representations A is a nonnegative 
integer m. If the basis for the finite-dimensional vector 
space V is given by the vectors xo, xl> xa, ••• , Xm, then 
it holds 

PA(h)xi = (m - 2i)x i , i= 1,2, ... , m, 

PA(f)X". = 0, 

PA(e)xO= 0, 

PA(e)xi = (- im + i(i - l))x i _l> i = 1,2, ... , m. 

(2) Infinite-dimensional representation PA' For these 
representations A is a complex number. If the basis 
for the infinite-dimensional vector space is given by 
x o, xl> xa, •• " then it holds 

PA(h)xi = (A - 2i)x i , i = 0,1,2, "', 

PA(f)Xi =Xi+l> i = 0,1,2, "', 

PA(e)xO= 0, 

PA(e)x i = (- iA +i(i - 1))Xi _1 , i = 1,2, "'. 

If A is a nonnegative integer then the infinite-dimension
al representation is reducible. If A is not a nonnegative 
integer then the representation is irreducible. 

A reducible infinite-dimensional representation PM 
A = m a nonnegative integer, has in a basis x o, xl> xa, ••• 
the matrix form 

The submatrices h form a finite-dimensional irredu
cible representation with highest weight m while the 
submatrices Ya form an infinite-dimensional represen
tation with a highest weight - (m + 2). 

IV. PROPERTIES OF IRREDUCIBLE 
REPRESENTATIONS WITH A HIGHEST WEIGHT 

Let C denote a complex semisimple Lie algebra. 
Let D A denote an irreducible representation of C with 
a highest weight A. Moreover, let CO denote an arbi
trary, but fixed, Cartan subalgebra of C with basis 
elements hi' i = 1, 2, ... ,1. The basis elements hi are 
chosen in such a manner that for every element h EO CO 
holds Cli(h) = (h, hi), i = 1,2, .. . ,1, where the bracket 
denotes the scalar product of the elements h, hi> de
fined by the Killing-Cartan form, and where the ClI , 

i= 1,2, ... ,1, are a system of simple roots of C. We 
define h; = 2h/ (Clp Cl j )' The Weyl group of C is denoted 
by W, the subset of all positive roots of C is denoted 
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by fl.. Let a'l' a'2' • •• ,a'r be a subset of roots of the 
set of simple roots for which holds A(hfj)=n,j' j 
= 1,2, ... ,r, with ntJ nonnegative integers. Then the 
subset of roots of fl. which are linearly dependent on 
these roots will be denoted by fl.A • The subgroup of the 
Weyl group W which is generated by the reflections 
S'l' S'2'· •• ,S'r on the hyperplanes perpendicular to the 
roots a'l> a'2' . .• ,a'r is denoted by W A. 

Lemma 1: Let DA denote an irreducible representa
tion of G with highest weight A. Let M denote an arbi
trary weight of DA • Then, if A(~) is a nonnegative in
teger, S,M=M -M(h:)a, is a weight of DA • 

The proof of this lemma is analogous to the proof of 
Lemma 7. 3 in Ref. 8 and we refer to this reference. 

Lemma 2: Let D A denote an irreducible representa
tion of G with highest weight A. If M is a weight of DA , 

then SM, SEW, is a weight of DA • 

The proof follows directly from lemma 1. 

The operators which correspond in a representation 
D A of the algebra G to the elements ej, ea (both, aj 
and a denote positive roots), fi> fa, h are denoted by 
E j , Ea , F j , Fa, H, respectively. 

In the follOwing, a theorem will be proved. This the
orem is the basis for the investigation of the properties 
of representations with a highest weight, reducible as 
well as irreducible, of the semisimple Lie algebras. 

Theorem 3: Let DA denote an irreducible representa
tion of G with a highest weight A on a space R. For 
every a of fl. root vectors ea, fa are selected in such a 
manner that [ra, ea ] = ha, where ha is defined by (h, ha ) 
= O1(h), hE GO. If the representation DA is restricted to 
the subalgebra G (a) = GO + Ga + G-a , with Ga , G-ct root 
subspaces of G corresponding to the roots a and - a, 
then the following two cases hold for the decompOSition 
of the representation D A with respect to the subalgebra 
G(a): 

(1) For aE fl., but O1f fl.A, the space R decomposes 
into a direct sum of infinite-dimensional subspaces, 
which are invariant under G(a) (but not necessarily 
irreducible). For each of the subspaces exists a basis 
Yo, Yh Yz, ••. , such that 

Hy! = (M - i(1)(h)y!, i = 0,1,2,'··' 

FaY! =Y!+h i=O, 1,2, ... , 

Eayo= 0, 

E (a, a) .(. 1) 1 2 aY!= -2- t t- -m Y!_h i= , , •... 

(9) 

(2) For a E fl. and a E fl.a. the space R decomposes into 
a direct sum of finite-dimensional subspaces, which 
are invariant and irreducible under G(a)' For each of 
the subspaces exists a basis Yo, Yh ••• , Ym, such that 
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Hy!=(M-i01)(h)y!, i=1,2, ••. ,m, 

FaY! =Y!+h 

FaYm=O, 

Eayo=O, 

i=O, 1,2, ... , m-1, 
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(10) 

E (a, a) .(. 1) . 1 2 aYI= -2-tt - -mY!_h t= , , ••• ,m. 

In Eqs. (9) and (10) the symbol M denotes the weight of 
the vector Yo, and it holds (a, a) = (ha , ha ) and m 
=2(M, (1)/(a, a). 

Unfortunately, a simple proof of this theorem has 
eluded us and we find it necessary to break up the proof 
in three main parts. It has also been found convenient 
to prove first Lemmas 3 to 5 before proving Theorem 
3 itself. 

Lemma 3: Let a and f3 be positive roots of G and s 
the largest nonnegative integer for which sa + f3 is a 
root of G. Then for p ~ s the relation holds 

FaP FB =FBFaP + y1Fa +BFaP-l + 00. + ')IsF sa+BF':_s, 

with the ')II> i = 1, 2, ... , s, as numerical factors. 

Proof: Up to a numerical factor it holds [Fa, FB] 
= Fa +B. Hence, ignoring coefficients, 

FaPFB=FaP-IFBFa +FaP-1Fa+B 

= (F/-2FBFa + FaP-2Fa+B)F CIt 

+ (FaP-zFa+BFa + FaP-2 F2ct +B)' 

Continuing to substitute the first line of Eq. (11) for 
FaP-!FB yields the desired result, since Fra+B=O for 
r>s. 

(11) 

Lemma 4: Let Y denote a vector of D A such that Hy 
=M(h)y, M some weight of DA • Then the following re
lation holds: 

Fa m+kEaky 

= {coFa m + cIEaFa m+l + c2E;Fa m+2 + 0'. + ckE:Fa m+k)y, 
(12) 

where the cl> i = 0, 1, 2, ..• , k are numerical factors. 

Proof: 

(1) The relation holds, 

(FaE:)y = (EaFaE':-l + E!"l)y 

= (E':Fa + E,:-l)y, k ~ 1, (13) 

as can be easily verified by successively substituting 
the left side of Eq. (13) into the right side. In this 
equation multiplicative factors are ignored since they 
are irrelevant for later considerations. 

(2) The relation holds, 

FamE':y=Fam-1(E':Fa +E':.I.)y 

=Fam-2(FaE':Fa + FaE,:-l)y 

= Fa m-2(E':Fa + E,:-l ) Fat 

+ (E,:-l Fa + E,:-2)y 

=Fm-2EkF2+Ek-1F +Ek-2 at a a at a a Y 
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with k, m ~ 1 and E! = 0 for r < O. Again, multiplicative 
factors are ignored. For m > k, Eq. (12) is obtained. 

Lemma 5: If a subspace R' of R is invariant under 
the algebra G(",), then R' is also an invariant subspace 
with respect to the three-dimensional simple algebra 
C ('" ) = G~ + G'" + G-<ll, where G~ is the subspace of GO 
spanned by the vector hOI. 

-
Proof: G(",) is a subalgebra of G(",). 

Proof of Theorem 3 

The proof of Theorem 3 is given in three parts. 
Part 1 is for the case that 2(A, a)/(a, a) "'n, n ~ 0, 
integer. Part 2 considers the case with 2(A, a) / 
(a, a) =n, n ~ 0, integer and a ~ AA. Part 3 treats the 
case with 2(A, a)/(a, a) =n, n ~ 0, integer and a E AA. 
These parts are subdivided into smaller units in order 
to keep the proof as transparent as possible. 

An ordering is introduced into the set of weights of 
the (irreducible) representation D A in the following 
manner. Let the set of simple positive roots II 
={at. ~, ..• , a/}' l the rank of the algebra, be ordered 
in some arbitrary manner. Then a weight M = A 
- ~:.lklal is called higher (lower) than a weight M' 
= A - I:=lk, ai' if for the first nonvanishing difference 
k I - k~ > 0 « 0) holds. 

A vector Y which corresponds to some weight M is 
called extremal (with respect to the operator E",) if it 
holds that E",y = O. 

Throughout the proof a denotes a (not necessarily 
simple) root of the system A of positive roots. 

Part 1: 2(A, a)/(a, a) "'n, n ~ 0, integer 

In this case it necessarily holds that a ~ AA' This is 
seen as follows. The set of roots AA is defined as 
AA ={ a E A I a = rl ai' al E II, rl nonnegative integers, 
2(A, aj)/(ap aj)=n p nj ~O, integer}. Thus, if 
a E A A> then 2(A, a) / (a, a) = n, n ~ 0, integer. It should 
be noted that the converse is not true (parts 2 and 3 
below). 

(a) 2(A, a)/(a, a)"'n, n~ 0, integer. 

Let x denote a vector of highest weight, Hx=A(h)x. 
A subspace RA of R is constructed which is spanned 
by the vectors 

(15) 

RA is invariant under G(",) (see proof of Theorem 2) as 
well as under C(",) (Lemma 5). Since 2(A, a)/(a, a) is 
not a nonnegative integer if follows from theorem 2 
that the space RA is irreducible and thus carries an ir
reducible infinite-dimensional representation of the al
gebra C(",). 

(b) 2(M, a)/(a, a) "'n, n~ 0, integer 

Let M= A - ~ kjah not all k j = 0, denote the second 
weight according to the order introduced into D A • We 
assume that 2(M, a) / (a, a) '" n, n ~ 0, integer. Let VII 
denote the (finite-dimensional) subspace of DII consist
ing of the elements Y such that Hy = M(h)y, with dim VII 
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= r, r some integer > O. In V II there may exist ele
ments Y such that E",y = O. For any element Y E VII which 
is annihilated by E", we form the sequence 

y, F",y, .•• , Farny' •••• (16) 

It follows from (a) that we obtain an invariant sub
space RII which carries an irreducible infinite-dimen
sional representation of the algebra C("". The number 
of invariant and irreducible subspaces RII obtained 
in this manner is equal to the number of linearly inde
pendent elements y EVil for which E",y = 0. 

(c) 2(M, a)/(a, a) =n, n ~ 0, integer 

By proceeding consecutively to lower and lower 
weights M, according to the ordering introduced into 
D A, the construction (a) holds as long as 2(M, a) / 
(a, a) is not a nonnegative integer. It will in general, 
however, happen that 2(~kjaj, a)/{Ot, a), for k j > 0, 
integer, becomes negative. In this case, if 2(A, a)/ 
(a, a) happens to be a negative integer, 2(A - ~kj ah a) / 
(a, a), not all k j = 0, may become a positive integer or 
zero. 

Let M again denote a weight of the form M = A 
- ~kl ai' not all kl = 0, however with the property that 
2(M, a)/(a, a) =n, n ~ 0, integer. If there exists an 
element y EVil such that E",y = 0, then we form the 
sequence 

Yo=y, Yl=F",y, Y2=F!y,···, Yn=F","y, ••. . (17) 

The sequence, Eq. (17), does not terminate and we ob
tain a reducible infinite-dimensional representation of 
C(",). 

Proof: Assume that the sequence, Eq. (17), termi
nates, i. e., there exists a nonnegative integer m such 
that F", my '" 0, F '" m+ly = 0. If al '" a is a simple root we 
form ElY, El == E"'l' Two cases can happen: 

Case (cl): ElY = O. If ElY = 0, we have under the as
sumption made above, 

ElY =: 0, Eo-y = 0, F", m+ly =: 0, 

with 

2(M, a) / (a, a) = n, n ~ 0, integer. 

(18) 

(19) 

Case (c2): ElY'" 0. If ElY'" 0, a vector z is constructed 
from y such that z is extremal with respect to El and 
Eqs. (18) and (19) hold for the vector z with weight M' 
for some value of m. 

The vector z is obtained as follows. Let k denote a 
positive integer such that E",~ ElY'" 0, E",k+l ElY = 0. Such 
a k exists since any weight of DAis of the form A 
- ~k~' ah aj E II, k j nonnegative integers. Acting with 
Ea -, a =: ~rl ai' r l nonnegative integers, onto the vector 
ElY yields the weight A - ~kl aj + al + ta, t =: 1,2, 3, ••• , 
with M + al = A - ~kj al + al the weight of the vector 
ElY. For a finite value t = k a vector will be obtained 
which is no longer a weight of the representation D A 

(in order to express this vector in the form A 
- ~ k1 ah al E II, some of the k j must become negative 
integers). 

At this point it is convenient to prove the following 
lemma before proceeding further with case (c2). 
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Lemma 6: Under the assumption that the s~uence, 
Eq. (17), terminates, it holds p' EkEIy * 0, F' +1 EkEIy 
= 0, n' some positive integer. H [F"" El ] = ° it follows 
from Lemma 4 that Lemma 6 is true and that n' == m 
+k. H [F"" Ed==aF ...... 

1
, a*O, one obtains with 

[F"" E",]==H .. , and ignoring coefficients, 

F m'E - F m'-lE F + F .... -IF 
at lY - '" 1 ",Y a "'-"'lY 

F m'-2EF Z +F m'-2F F +Fm'-lF == "" 1 "'y '" "" .... 1 ",Y '" "'-<tlY 

E F m' F F m'-l +F F F m'-2 
== 1 '" Y + "'-"'1 '" Y '" "' .... 1 '" 

(20) 

Let s - 1 be the largest integer for which F( .... l)"' .... l 

* 0. It then follows from Lemma 3, Lemma 4, and 
the assumption F",my *0, F",m+ly == 0, that Lemma 6 
holds with n' == m + k + s. This completes the proof of 
Lemma 6. 

Proceeding further with case (c2), let M' == A - ~ k~ ai' 
k~ nonnegative integers, be the weight of the vector 
E~ElY, then it must hold, due to Lemma 6, that 
2(M', a)/(a, a) ==n, n> 0, integer, since according to 
Theorem 2 the sequence equation (17) does not terminate 
for any other value. The vector E~EIY has therefore the 

,.,n'+l 
property Eot (E~ ElY) == 0, .1' a (E~ ElY) = 0, with n' some 
positive integer, and 2(M', a)/(a, a) == n > 0, integer. 

H it now holds E1 (E~ ElY) = 0, then E~ ElY satisfies 
Eq. (18) with Y - E~EIY' m -n' and we have case (c1). 
Thus z == E~ ElY. H El (E~ ElY) * 0, then y' == E~ ElY is not 
yet the desired vector z and we have again case (c2) 
with Y - y'. The same construction as given in case 
(c2) is now applied to the vector y'. For the vector 
Y" obtained in this manner it either holds ElY" == 0, 
case (c1), and y" ==z. Or it holds ElY" *0, case (c2), 
and the construction as given for case (c2) is repeated 
for the vector yIII = ElY". After a finite number of steps 
a nonzero vector z is obtained, since every time case 
(c2) is repeated the positive root al is added to the 
weight of M of the vector y. 

With the vector z obtained in this manner the same 
construction as given above for al * a is repeated for 
the simple root a 2 * au a. A vector v with some weight 
M' is obtained satisfying Eqs. (18) and (19) with 
al - az· 

In constructing v it may occur that while a vector 
extremal with respect to Eaz is obtained, this vector 
is no longer extremal with respect to E", • In this 
case this vector has again to be made e~remal with 
respect to Ea , which may in turn result in a vector 
no longer exd'emal with respect to Ea • However, after 
a finite number of steps a vector z is ~btained which 
is extremal with respect to Ea, E"'l' and Eaz• 

The procedure described above is repeated for all 
simple roots al * a. A vector w with weight iii is ob
tained, satisfying 

EIw = 0, 2(iII, a)/(a, a) =n (n ~ 0, integer) (21) 

for all simple roots al> i == 1, 2, •• '. This implies that 
under the assumption that the sequence equation (17) 
terminates, a highest weight iii is obtained for the ir
reducible representation D A , which satisfies Eq. (21). 
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This would imply that the irreducible representation 
has two different highest weights. This is, however, 
impossible. Thus the assumption that the sequence 
equation (17) terminates leads to a contradiction. 

Part II: 2(A, a)/(a, a) ==n, n~ 0, integer, a~ c.A 

As in Part I let RM denote_a subspace of R invariant 
with respect to the algebra C(a)' In the following, 
Theorem 3 will be proved for the case that 2(M, a) / 
(a,a)=n, n~O, integer, with a fC.A • 

H a ~ c.A1 then in the decomposition a == ~ rial (al 
simple roots) there is at least one simple root al such 
that al ~ c.A • Let y E RM denote an extremal vector for 
Ea satisfying Hy ==M(h)y, i. e., EaY == 0, with 2(M, a)/ 
(a, a) =n, n ~ 0, integer. The sequence 

(22) 

does not terminate since 2(A, al)/(aj, aj) *n, n? ° inte
ger, as follows from Part I. It will be shown that the 
sequence 

Yo==y, Yl==FaY, ••• ,Yn==F;'y,··' 

does not terminate either. 

In the following three cases will be distinguished, 
namely (a, aj) > 0, (a, aj) < 0, and (a, al) == 0. 

(a) (a, al) > ° 
Suppose the sequence, Eq. (23), terminates, i. e., 

there exists a positive integer n' such that 

Then, for arbitrary m, the sequence 

y~ == Fl my, FaY~, F:y~, ... , F:y~'" 

(23) 

(24) 

(25) 

terminates too. This follows from Lemma 3. However, 
the vector y~ may not be a vector of highest weight for 
the algebra C(a)' For this reason the sequence is formed 

(26) 

as a continuation of the sequence equation (25) to vec
tors of higher and higher weight (with respect to C(a». 
The sequence (26) obviously terminates since a is a 
positive root. [See Part I, case (c2).] Moreover, the 
two sets together, Eq. (25) and Eq. (26) are invariant 
under C ("'l and form a baSis for a finite-dimensional 
(and irreducible) representation of ClOt). 

The weight of E:y~ is M - mal + na, where M is 
the weight of Yo. Now it holds a* aj. Thus a 
= ~ rl ai' al E II, contains at least one other simple 
root a k * al' Ea acting on a vector with weight M - maj 
+na yields a vector with a weight M - mal + (n + 1)a. 
Since there exists at least one other simple root a

k * aj, it follows that there exists a positive integer no, 
such that M - mal +noa is no longer a weight of DA 
for all m. Moreover, no is independent of the value m. 
Therefore, under the condition that n < no it holds for 
some value m, 

2(M - mal +na, a)/(a, a) < 0, (27) 

since (al' a) > 0. According to Theorem 2 this contra
dicts the fact that M - rna, +na is the highest weight 
of a finite-dimensional space which is invariant under 
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G (a)' Thus the sequence equation (23) does not termi
nate if (a, ail > 0. As a consequence we obtain the fol
lowing lemma: 

Lemma 7: If 13 is a simple root of G for which the 
sequence 

Yo, y'l = Fayo, •.• , Y'n= Fanyo,'" 

does not terminate, and if a is another positive root, 

a ~ AM such that (a, /3) > 0, then the sequence 

Yo, Y1 = Fayo, ••• , Yn = F;'yo, ••• 

does not terminate either. 

(b) (a, aj) .;: ° 
It is sufficient to prove that the sequence equation 

(23) does not terminate for M = A, A the highest weight 
of D ". Indeed, if Xo is a vector which corresponds to 
the weight A of D" then it holds X o E Gyo, i. e., X o is a 
finite linear combination of vectors AIAa' • • AV'o with 
the Ai either Ey or F y, ')I E A. This follows from the 
irreducibility of D ". If the sequence equation (23) 
terminates, then it follows from Lemmas 3 and 4 that 
there exists an integer n, n:;" 0, such that 
F;(AIAa' • • AV'o) = 0. Hence. there exists an integer 
nt, n':;" 0, such that ~·xo=O. Thus, if the sequence 
equation (23) does not terminate for M = A, then it 
does also not terminate for M*A. 

Since a is not a simple root [if it were then the con
dition 2(A, a)/(a, a)=n, n:;,. 0, integer, implies that 
a E A,,], the root a can be represented as a sum of 2 
positive roots /31, 13z, one of which is a simple root. 
Moreover, at least one of these two roots does not be
long to A". Consider now the set of roots of G which 
is generated by the application of the Weyl reflections 
Sa. Sa ,Sa and their products to the roots a, 131, and 
13a• TKe s~t of roots obtained is a subsystem rIa) of the 
root system r. Moreover, r (a) is a system of roots of 
a simple Lie algebra of rank 2, denoted by G(Z). Let 
A (Z) = r Gil) n A. Then A (Z) is a system of positive roots 
for the algebra G(Z). Let n(Z) denote a universal envel
oping algebra of G (Z). The universal enveloping alge
bra n(Z) can be embedded in the universal enveloping 
algebra n in a canonical manner. In the following we 
shall assume that n(Z) is embedded canonically in n, 
i. e., n(Z) c n. 

Consider the subspace R(Z) ",n(Z)yo of R. It is clear 
that the reduction of the representation D" with re
spect to the subalgebra G(Z) contains a representation 
of the algebra G(a) on the space R(Z) which has a highest 
weight A. This representation will be denoted by Di2 ) • 

It is also clear that the vectors of Eq. (23) belong to 
the space R(Z). Thus, the sequence equation (23) ter
minates for the representation D" of G if and only if 
this sequence terminates for the representation D l Z) 
of G (Z). Similarly, if the sequences Yo, Faiyo, ••• , 
Fa"Yo, 0 • 0, i = 1,2, do not terminate for the represen
tation D" they do not terminate for the representation 
DiZ ) • 

Thus, in order to prove that the sequence equation 
(23) does not terminate it is sufficient to prove it for 
the simple Lie algebras G(Z) of rank 2, i. e., for the 

1824 J. Math. Phys., Vol. 16, No.9, September 1975 

case of Az, Bz and Gz, respectively. Let us first con
sider the case that the algebra G(Z) is the simple alge
bra Ba. Let al and az denote two simple roots of Bz 
such that I all> I aal, i. e., al is the longer of the two 
simple roots. The other positive roots of Bz are then 
given as al + az, al + 2az. There exist only two possi
bilities for a realization of the roots a, /31> /3z in Ba, 
namely (b 1) a = al + 2 a z, 131 = a z, /31 = a z, /3z = a1 + a z 
and (b2) a = al + az, /31 = a1> /3z = az. 

Case (b1): a = al + 2az, /31 = az, /3z = al + Cl'z. It is 
clear that the root Cl'z is a simple root of the system 
A of G, while /3z is not a simple root. If the sequence 
Yo, FalYo,'" ,FBtYo,'" does not terminate, then the 
sequence equation (23) does not terminate either, ac
cording to Lemma 7, since (az, al + 2az) > 0. 

Now let us assume that the sequence Yo, 
Falyo, ••• , Fa~Yo, • •• does terminate (hence A E A", 
and for some integer m:;,. 0 it holds Fa myo * 0, Fa m+lyo 
= 0). Then the sequence Yo, FazY o"" }a~o, ••• aoes 
not terminate, as a consequence of Lemma 7 [(ai, /3z) 
> 0], since the sequence Yo, Fa Yo, ••• , Fa "Yo, 0 •• can 
not terminate. If this last sequ~nce would \erminate, 
then it would hold ab az E A" and thus also CI' E AM 
contrary to our assumption. 

Consider the sequence Fa;Yo"'y~, FaY;", ••. , 
F:y~, •• o. According to Lemma 3 this sequence ter
minates if the sequence equation (23) terminates. It 
will be demonstrated that this sequence does not termi
nate. Consider the system of roots SOI.zA = A'. The sys
tem A' is obtained from the system ~ by replacing 
az by - az (Ref. 8, Sec. 8, § 1, Lemma 1). The system 
A' can again be considered as a system of positive roots 
of G. According to Lemma 1 (applying it to the root 
az = (31) the representation D" is a representation with 
highest weight vector y~ with respect to the system of 
positive roots A' (it holds E8Y~ = ° for all /3 E ~', E~ 
= Ea for /3 '" Cl'z, and E~ = Fa ). All considerations fol
lowing Lemma 7 can nbw bezrepeated by substituting 
A - A', (highest weight Yo for A) - (highest weight Y;" for 
~,), (roots /3) - (roots Sa /3), (sequence Yo, FaY 0, ••• , 

F;yo, ••• ) - (sequence y~, F~., y;,., ..• ,F[;y;"," " where 
/3' = Sa 13, F~. = Fa' if J3' > ° and F~. = E8" if /3' < 0). Ob-z 
viously, the subalgebra G(Z) is the same for both cases. 
According to Theorem 2 it holds that E:zY~ = F:azmy~ 
= cYo, c *0. Hence n(Z)y~= n(Z)Yo=R(Z). Thus the rep
resentations D~Z) for the two cases coincide. Thus, 
from the fact that for the case of the system of positive 
roots A the sequence Yo, Fa Yo, .•• , Fa "Yo,' •• does not 
terminate, it follows that tfie sequenc~ y~, F",y~, ••• , 
F :y~, . o. does not terminate, since S'" al = a. Above 
it was shown that if the last sequence does not terminate 
then the sequence equation (23) does not terminate 
either. 

Case (b2): a = al + az, /31 = a1> /3z = az. The proof for 
this case is quite similar to the proof of case (b1) and 
we delete it. Again it follows that the sequence equation 
(23) does not terminate. 

So far the proof has been given for the special case 
that G(Z) = Bz• However, for the other algebras of rank 
2(namely A2 and G2 ) the proof follows analogous lines 
and we do not give it. 
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Consequently, it has been proved that the sequence 
equation (23) does not terminate for 2(A, a)/(a, a) an 
integer ~ 0 and a+ 6.1.' Equation (9) shows how the 
operators H, Fa, Ea act upon the vectors of the se
quence equation (23). The proof of Eq. (9) follows the 
proof given in Theorem 2 and will not be repeated here. 

The sequence equations (16) and (23) consist of lin
early independent vectors. The operators H, Fa, Ea 
transform the vectors of these sequences into vectors 
of the same sequence. Thus, in the cases considered 
so far the space R is decomposed into a direct sum of 
infinite-dimensional subspaces which are invariant 
under C(a)' Each subspace forms the space for a rep
resentation with a highest weight of the algebra C(a)' 

Part III: 2(A, a)/(a, a) ==n, n> 0, integer, aE 6.1. 

According to Lemma 2 all sequences of type equation 
(23) are finite under the conditions given above. From 
Theorem 2 follows that every sequence of this type 
forms a basis for a finite-dimensional irreducible 
representation of C(a)' 

The operators Ha , Ea , Fa act on the elements of the 
basis according to the formulas given by Eq. (10). Thus, 
for this case the space R decomposes into a direct sum 
of finite-dimensional subspaces, each of which is in
variant under the algebra C(a)' This completes the proof 
of Theorem 3. 

Corollary 1: Let D A be an irreducible representation 
of C with a highest weight A. If a is a positive root 
and aE 6.1., M a weight of DM then the multiplicity of 
the weights M and M - 2(M, a)/(a, a) is the same. 

Proof: According to Theorem 3, the space R of D A 

decomposes into a direct sum of finite-dimensional 
subspaces which are invariant under C (al" The multi
plicity of a weight M is equal to the number of invariant 
subspaces which contain a vector of weight M. From 
Lemma 2 follows that the finite-dimensional irreducible 
representations of C(a) contain with a weight M also 
the weight M - 2(M, a)/(a, a). This proves Corollary 1. 

Corollary 2: Under the conditions of Lemma 2 the 
multiplicity of the weights M and SM, SEW M is equal 
in a representation D 1.' The proof follows from 
Corollary 1. 

Theorem 3 shows that the symmetry of Corollary 2 
is the maximal symmetry of the weight diagram of the 
irreduCible representation D1. • 

V. FREUDENTHAL'S FORMULA FOR INFINITE
DIMENSIONAL REPRESENTATIONS WITH A 
HIGHEST WEIGHT 

The derivation of Freudenthal's formula for the case 
of finite-dimensional representations of the simple Lie 
algebras C is well known. Below it is demonstrated that 
Freudenthal's formula also holds for infinite dimen
sional irreducible representations with a highest weight 
of the simple Lie algebras C. The proof rests on 
Theorem 3 of Sec. IV. The notation employed is that 
of Sec. IV. 

Let a denote a positive root of a simple Lie algebra 
C. Let M' denote a weight of an irreducible representa-
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tion D A of C with highest weight A. Then the set of 
elements 

"',M'+2a, M'+a, M',M'-a,M'-2a,'" 

is called an a- sequence containing the weight M'. Such 
a sequence forms a subset of weights of D A (to elements 
of the sequence which do not correspond to weights the 
multiplicity zero is assigned). 

Let a ~ 6.1._ Then, if M is a weight of D A such that 
M + a ~ D AI the a- sequence containing M is given as 

M,M- a,M-2a,··· • (28) 

Let R denote a linear space which carries the irreduc
ible representation D A and let the subspace Ih JI-/>a be 
defined in the sallie manner as the subspace VAI'-/>a of 
the space V of Theorem 1, Sec. n. From among the 
representations of the subalgebra C(a) of C, as con
structed in Theorem 3, those with the highest weights 
M,M- a, ••• ,M-pa contribute a subspace toIYIAI-/>a, 
such that the direct sum of these subspaces forms the 
space Ih AI -/>a' If m J denotes the number of representa
tions of C(a) with highest weight M - ja, then 

(29) 

Here and in the following nAl denotes the multiplicity 
of the weight M of D1. • Let Yp~J denote a vector of 
weight M - P a of the space which carries a representa
tion of C (a) with highest weight M - j a, j,,;; p, as given 
by equation (9). Since 

m' == 2(M - ja, a)/(a, a) == m - 2j, 

it holds that 

EaFaYp~J ==Hp - j + 1)(P - m + j)(a, a)Yp_J 

and 

Fa EayP-J ==i(P -j)(P - m +j -1)(a, a)Yp~J' (30) 

In the following the traces of the operators EaF a and 
FaEa, restricted to the subspaceIhJl_pa, are evaluated. 
From Eqs. (29) and (30) it follows that 

Trll1 FaEa == tmJi(p-j)<P- m +j-l)(a, a) 
II/M_pa J=O 

p 

== ~ (nJl_Ja' - nJl_li_l)a)t(P - j)(P - m + j - 1) 
J=O 

and 

x (a, a) 

p-l 

== )";nJl_Jai(2j - m)(a, a) m 

Trll1 EaFa ==- tnJl_J,..(M-ja, a). 
Iff JI-I>a J-O 

Setting nJi' == 0 if M' is not a weight of D A and inverting 
the sums, one obtains .. 

Trlh AI FaEa == - J.{nM+i",(M + ja, a), 

.. 
Tr!l1 E",F", ==- 6nM+j",(M+ja, a), 

AI 1=0 
(31) 

where M now denotes an arbitrary weight of the se-
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quence equation (28). If a E tl.M then from considera
tions analogous to those given in Ref. (8), Sec. 8, § 2, 
it follows that 

~ 

TrM FOf.E", =- i]nM_JOl(M-ja, a), 
/11M J·O 

TrM EOl F ", =- 6nM+J",(M+ja, a). 
111M i.O 

The Casimir operator for a simple Lie algebra G is 
given as 

1 

r= "6H;Hi - .0 F",E", - "6 EOlF", 
/=1 ",EA "'EA 

1 

= "6HiH/ - ~ H", - 2 "6 F",EOl , 
i=1 OlEA "'EA 

(32) 

where the Hi and Hi are defined as in Ref. 8, Sec. 8, 
§ 2. On the space R the Casimir operator r is a mul
tiple y of the identity operator with y = (A + R, A + R) 
- (R, R). This can be seen as follows. The space R can 
symbolically be written as R~nx~n-x, where n 
characterizes the enveloping algebra of G (see Sec. II) 
and where x is the vector corresponding to the highest 
weight A. This means that every element of R can be 
expressed as a linear combination of elements of the 
form 

y==Fi F/ •• ·Fi X. 
1 2 n 

Since E",X == 0, it holds that 
I 

rx= "6HiH
ix+ ~ H",x. 

i=1 "'EA 

Using the fact thatS 

Z 

"6HiH
ix== (A, A)x 

i=1 

and that 

it follows 

1'x==(A,A)x+ (A, "6 a) x 
",Ea 

== (A, A)x + (A, 2R)x 

== «A + R, A + R) - (R, R»x 

(33) 

with 2R = ~'" E a a. Since it holds [1', FJ 1 = 0, it follows 
that this relation is true not merely for the vector x 
but for any vector y E R. Thus 

l' == yn == «A +R, A +R) - (R, R»n. (34) 

The trace of 1', restricted to the subspace 11'1 M is ynM 

and thus, from the definition of the Casimir operator, 
it follows 

z 
YnM=6tr"" H;lr-"6 tr;n (F",E",-E",F",). (35) 

i=1 111M ",Ea M 

With the help of the relationS 
I 

6 TriJ1 HiH! = (M, M)nM 
i=1 M 

and with Eqs. (31), (32), it follows from Eq. (35) that 
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YnM = (M, M)nM 

+ 6 ('tnM+i",(M+ja, a) + LnM+J",(M+ja, a) 
OlEA J·O i=1 

"'faA 

+"6 ( LnM_i", (M - j a, a) 
",EAA i=O 

+ £nM+J",(M+ja, a»). 
i=O 

(36) 

Using the relations 
~ ~ 

"'LnM_J", (M - ja, a) ==nM(M, a) + "6nM+J",(M + ja, a), 
J4 i4 

Eq. (36) goes over into 
~ 

YnM == (M, M)nM + "6 nM(M, a) + 2"6 "6nM+J",(lvI + ja, a), 
"'Ea "'Eaj~ 

and by substituting into this equation the identity 

(M, M)nM + nM 6 (M, a) == «M + R, M + R) - (R, R»nM , ",Ea 

Freudenthal's formula is obtained as 
~ 

«A + R, A + R) - (M + R, M + R»nM = 2"6 "LnM+J",(M + ja, a). 
",Ea J=1 

Thus, Freudenthal's formula for the case of infinite
dimensional irreducible representations having a high
est weight is identical in form to Freudenthal's formula 
for finite-dimensional irreducible representations. 
However, in distinction to the finite-dimensional case 
there may exist weights M with the property 
(M + R, M + R) = (A + R, A + R). In this case the coeffi
cient of nM is zero and Freudenthal's formula does not 
yield the multiplicity of such weights. 

VI. MULTIPLICITIES OF WEIGHTS AND 
CHARACTERS FOR ELEMENTARY 
REPRESENTATIONS AND FOR INFINITE
DIMENSIONAL IRREDUCIBLE REPRESENTATIONS 
WITH A HEIGHEST WEIGHT 

Let P(M) denote Kostant's partition function. For 
given M its value equals to the number of partitions 
of the linear form M into a sum of positive roots of 
the algebra G, namely M == ~"'EA k", a, with nonnegative 
integer coefficients k",. Thus, for M = 0, it holds that 
P(M) == 1, and for elements M for which one or more of 
the integers ka are negative it holds that P(M) == 0. 

In the following some theorems and lemmas are 
given. These theorems and lemmas are needed for the 
derivation of both, characters as well as recurrence 
relations for the multiplicities of weights of infinite
dimensional representations with highest weight of the 
semisimple Lie algebras G. Some of these theorems 
and lemmas have been obtained previously. In this 
case the theorems and lemmas are simply quoted with
out proof, except when it was felt that an alternate or 
Simpler proof would be desirable. 

The following theorem is due to Verma. 6 

Theorem 4: The multiplicity of the weight A' of an 
elementary representation dA is equal to peA - A'). 
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Proof: The elementary representation dA is defined 
on the space of the enveloping algebra a. (see Sec. n). 
According to the Poincare-Birkhoff-Witt theorems 
a basis for a. can be defined in the following manner. 
The set of elements fa, with aE a, forms a basis of 
the subalgebra C· of the algebra C. An ordering is in
troduced into the set of positive roots a. For any pair 
a, a' of positive roots it then holds with respect to this 
ordering that either a < a' or a > a'. The number 1 
and all elements of the formfa,fa." .fa(n), such 
that a' .;; a" .;; ••• .;; a tn " make up a basis for the envel
oping algebra a. According to Eq. (1) the operators 
of the representation dA act upon this basis in the fol
lowing manner [it should be noted that the two basis 
for a., the one given now and the one of Eq. (1), Sec. 
II, are different], 

p{h)1 = A{h)l, 

p(f",)1=f"" 

p{e,,,)l = 0, 

p{h)fa·f", " ••• faCn) = (A - a' - a" _ ••• - aCn»(h) 

x f", .f",,,· •• !it(n) 

p{J,)f", ·fa"·· • f",Cn) = f J",d", .. • • 'f",Cn) , 

p(e,)fa .fa"· •• fa Cn ) = f"'.{p(e;)! .. _·· of .. Cn» 

+ [el,j ... ]f"' .. ••• faCn). 

(3Ba) 

(38b) 

(38c) 

(38d) 

(38e) 

(38f) 

Obviously, the right-hand side of Eqs. (38e) and (38f) 
can be reexpressed as linear combinations over the 
basis elements introduced above for the enveloping 
algebra a .. 

From Eq. (38d) the multiplicity of a weight M of the 
representation dA can be read off easily. It is equal 
to the number of basis elements fa .fa" ••• fa (n) of the 
space a. for which holds a' + a" + ••• + a(n) 
=A - A'. This is, however, precisely the value of 
peA - A'). This proves the theorem. 

The following lemma is also due to Verma. 6 Let Z 
denote the center of the enveloping algebra a. Each 
representation p A of an algebra C with highest weight 
A generates also a representation of its enveloping al
gebra a. The representation of a obtained in this 
manner is also denoted by the symbol PA' In the repre
sentation P A of the enveloping algebra a the elements 
of Z are represented by operators which are multiples 
of the identity operator. This is seen as follows. Let 
x denote the vector of highest weight. Then, since 
[z, h]= 0 for Z E Z and hE Co, it holds 

PA(h)PA(z)x = PA(z)PA(h)x =A{h)PA(z)x, 

Since the subspace V A is one-dimensional (Theorem 1, 
Sec. n) it holds PA(Z)X = Y"x, where Y" = Y,,(A) is a com
plex number. As for the case of the Casimir operator 
r (Sec. V) it can be demonstrated that P.o\(z)y = Y .. y for 
every element y of the representation space. Thus 
PA (z)1 = Y,,(A)1. 

The map Z - y .. (A.) is a homomorphism of Z into C, 
the field of complex numbers. According to Theorem 5 
of Ref. 12 it holds Y..(A) = XA(z), where A is some 
linear form on CO and XA (z) is the character on a 
(see Ref. 12). 
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Lemma 4: It holds y..{A) = XA(Z), i. e., A = A. 

Proof: From Lemma 36 in Ref. 12 it follows that 
XA{Z) is an entire analytic function of the A; = 2(A, a;)/ 
(al> a;), i = 1,2, ... , l. Equation (1) showS that for 
every Z E Z the expreSSion y,,(A) is an entire analytic 
function of the A;, i= 1,2, ••. , l. For finite-dimensional 
representations DA the proof of Y,,(A)=XA(Z) has been 
given in Ref. 12, § Ill. Since the lemma holds for high
est weights of finite-dimensional representations, it 
must hold identically due to the fact that y..(A) and 
XA(Z) are entire functions. 

Lemma 5: A representation PA with highest weight 
A contains only irreducible subrepresentations which 
have a highest weight. Moreover, the highest weights 
of the irreducible subrepresentations are of the form 
S(A+R)-R, SE W. 

The first part of this lemma is a consequence of 
Theorem 1 of Verma in Ref. 6. However, Bernstein, 
Gel'fand, and Gel'fand have given a counterexample to 
this theorem in Ref. 7. In the following it will be proved 
that while Verma's Theorem 1 is not correct, Lemma 
5 nevertheless holdS. 

Proof: A reducible representation PA with a highest 
weight A can be decomposed into a semidirect sum of 
irreducible representations. The operators are then 
of the form 

where every box corresponds to an irreducible repre
sentation (finite- or infinite-dimensional). The star in
dicates that there are nonzero matrix elements below 
the block-diagonal. Above the block diagonal all matrix 
elements are zero. 

Let V denote an invariant irreducible subspace of the 
space V which carries the representation PA' The sub
space V may be finite-dimensional or infinite-dimen
sional. It will be demonstrated that the subspace 'if 
carries an irreducible representation with a highest 
weight. 

Let y = 131Xl! ..• + I3nXn be an arbitrary element of 
the subspace V, with xl> ••. , xn weight vectors corre
sponding to different weights. Consider a sequence of 
elements, 

y, PA(e"'il)y, PA(e"';a)PA(ea;l)y,···, PA(eaj )'" PA(e"'jl)y, 

(39a) 
such that none of these elements is equal to zero, while 
the last element satisfies 
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PA(e"'J.)(PA(e", " ) ... PA(e",. »y = 0, j = 1,2, ... , l. 
" '1 (39b) 

Such a seque~ce can be constructed for any element y 
of the space V, since the action of the operators 
PA(e"'j) increases a weight by the vector OIi' However, 
no weight can become larger t~n A, the highest weight 
of the representation PA' Since V is an irreducible 
subspace, every vector of the sequence equation (39a) 
belongs.to the space V. The last vector of the sequence 
equation (39a) is a linear combination YIZ + ••. + Y Z 

. 1 m m 
of weight vectors z1> ••• , zm which belong to different 
weights. According to Theorem 1 weight vectors which 
belong to different weights are linearly independent. 
Now, for arbitrary i, i = 1, 2, ... , l, the vectors 
PA(e",)zl, ••• , PA(e"'j)Zm correspond to different weights. 
Therefore, it follows from Eq. (39b) that for every J' 
. 2 ' J = 1, , ... , m, it holds 

p(e"'j)Zj = 0, i = 1,2, ... , l. (40) 

Thus, in the linear combination YtZ1 + ... + Ymzm each 
term vanishes separately, independent of the coeffi
cients Yj. Since the vectors Zl, Z2' ••• , zm belong to 
different weights it follows that the zi> i = 1, 2, ... , m, 

themselves are elements of the space V. 

For each of the elements Zj the space V ,=PA(n)Z' • __ 11 J,.... J 

IS constr~cted. Since Z j E V, it holds V~ j C V. From 
Eq. (40) it follows that V~j is an invariant subspace 
of the space V with a vector of highest weight, namely 
Zj' Now, V~j * V,,;> i *j, since the two vectors Zj and 
Zj correspond to different weights. On the other hand 
it has been assumed that the space V is an irreducibl~ 
subspace. This leads to a contradiction unless there 
~ only one irreducible space V". and it holds that 
V = V'

k
' with Zk the highest weight of the subspace V. 

Now, the same considerations as given above are 
repeated for the factor- space V' = V IV. This space is 
invariant under PA' Continuing in this manner the first 
part of the lemma is proved by taking into account that 
the representation P A can contain only a finite number of 
irreducible representations with a highest weight. This 
follows from the fact that every weight subspace V M 

of the representation space V is finite-dimensional 
(Theorem 1) and from the second part of the lemma. 
The second part of the lemma is a consequence of 
Theorem 5 of Ref. 12 concerning the character XA(Z), 
Z E Z, and of Lemma 4. 

Theorem 5: Let dA be an elementary representation 
with highest weight A. If for every element 5 of the 
W ey 1 group W the element 5(A + R) - R is not a weight 
of d A , then d A is irreducible. 

The proof is a consequence of Lemma 5. 

A representation d A for which elements 5(A + R) 
- R, 50#1, are weights of d A may contain invariant 
subspaces. Before a theorem can be formulated con
cerning this type of representations the following defi
nition has to be made. Let A and A' denote linear forms 
on GO and 131, /32"'" /3" a sequence of positive roots. 
As before it holds 
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5 A = A _ 2(A, 131) /3 
Bj (/31,13

1
) j. 

The sequence /31> /32' ••• , /3" is said to satisfy condition 
(a) for a pair of weights (A' ;A), if 

(1) A'=5snSSn_1' • 'SslA; (41) 

(2) for every j, j = 1,2, ... ,n, it holds 

2(SSJ_1' 5sj_2 ' •• 5s1 A, /3J)/(/3" /3J) =m, 

with m '" 0, integer (580 ;: 1). 

Theorem 6: An elementary representation dA contains 
the elementary representation dA, as a subrepresenta
tion if and only if a sequence of positive roots 
/31, (32' ••• , i3n exists such that condition (A) is satisfied 
for the pair (A' +R; A +R). 

The proof of this theorem is given in ref. (7). 

Theorem 7: If an elementary representation dA con
tains a subrepresentation dA, then it contains dA, only 
once. 

This theorem is quoted in Ref. 6 and proved in 
Verma's Yale University dissertation (1966). 

In Ref. 6 a conjecture was made, which reads as 
follows (conjecture 1 of Ref. 6): 

Conjecture: Condition (A) is a necessary condition 
for dA to contain dAI, as a subrepresentation. 

This conj ecture made by Verma has subsequently 
been proved to be correct, as is evident from Theorem 
6. Verma has shown6 that assuming the validity of this 
conj ecture the following theorem holds. 

Theorem 8: An elementary representation dA contains 
those and only those irreducible representations DM 
with highest weights M for which the elementary repre
sentation dM is a subrepresentation of d A • 

Corollary: An elementary representation d A contains 
an irreducible representation DM, at most once. 

In the following expressions are derived for the mul
tiplicity of weights of (infinite-dimensional) elementary 
and irreducible representations with a highest weight. 
These expressions are the analog to the formulas ob
tained by Racah13 and Kostant14 for the multipliCity of 
weights of finite-dimensional irreducible 
representations. 

In order to derive expressions for the multiplicity 
of weights an algebra U over the field of complex num
bers C is defined in the following manner. 8 A one to 
one correspondence is established between the linear 
forms M on GO and formal exponents e(M). In this set 
of formal exponents a multiplication is introduced, 

e(M)e(M') = e(M + M/). (42) 

Then the elements of the algebra U are defined as (in 
general infinite) sums over the exponents e(M) with 
coefficients in C, 

E; aMe(M), aM E C, 
M 

(43) 

with the condition that this sum belongs to U if and only 
if there exists a weight such that any weight M of the 
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sum can be written as 

M=A- 6 mjai, m j 3 0, integer, 
"'jEll. 

where the sum extends over all positive roots aj. The 
multiplication in the algebra U is given by Eq. (42) 
and it is easy to see that e(O) is the unit element for 
U. It can be shown that the algebra U forms a commu
tative integral domain. 

An element of U, 

x=~nlle(M), (44) 
II 

is called a character of a representation P A with highest 
weight A of an algebra G, if the n", are the multiplici
ties of the weights M of the representation PA' For con
venience the summation in Eq. (44) is taken over all 
weights, setting nil = 0 if M is not a weight of the repre
sentation PA' 

According to Theorem 4 the multiplicity of a weight 
M of an elementary representation dA is given as 
peA - M). Thus, the character of an elementary repre
sentation dAis given as 

x~ = 2)P(A - M)e(M) = e(A)2)P(A - M)e(M - A). 
II M 

Since it holds thatB 

~P(A ')e(- A') IT (1- e(- a» = 1 
A' "Ell. 

and that 

2) (detS)e(SR) "" e(R) IT (1- e(- a», 
SEW "'Ell. 

the character X~ for the elementary representation 
d A is obtained as 

, e(A) e(A + R) 
XA = IT"'~Ll.(l- e(- a» = :EsEw(dets)e(SR) • 

(45) 

On the other hand, the character X~ can be written as 

x;=2)nMe(M). (46) 
II 

Equating Eqs. (45) and (46) and comparing coefficients 
of e(M), the following recurrence relation is obtained 
for the multiplicities n~ of the weights of an elementary 
representation dA , 

n~=- ~ (detS)nM+R_5R, M*A, 
SEW 
S"l (47) 

nf=1. 

This result is not surprising since the multiplicity 
structure of the elementary representations dA is pre
cisely that of the partition function. This recurrence 
relation for the partition function has first been ob
tained by Kostant and proving it is one of the exercises 
given by Jacobson (Ref. 8, p. 263). Since, however, 
elementary representations are baSic to what follows 
a short proof of Ko stant , s result has been given above. 
A generalization of this formula has been obtained by 
one of the authors in Ref. 15. 

In order to obtain similar recurrence relations for 
irreducible representations DM Theorems 6, 7, and 
8 have to be taken into account. For a given weight M 
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of D A the multipliCity nil is obtained from the multipli
city n~ of the elementary representation d A by sub
tracting the multiplicity of the weight M of all sub
representations of d A • First a special case is con
sidered. Let dA denote an elementary representation 
and dli its only subrepresentation. Then it must hold, 
from Theorem 6, that A' = SeA + R) - R for some 
SEW. Let n~ denote the multiplicity of the weight M 
of the representation dA and n!' the multiplicity of the 
weight M of the representation d A,. Then it holds 

n~ = - .0 (dets)n~ -IR_SR' M * A, 
SEW 

n~=l, 

n~: = 1. 

S"l 

2) (dets)n~:R_sR' M * I{, 
sEw 
S"l 

(48) 

Thus, the multiplicity nil of the weights M of the irre
ducible representation DAis, for this special case, 
given as 

nM==n;-n~'=- 2) (detS)nll+R_SR-OM,A', M*A, 
SEw 
5"1 

nA = 1. (49) 

It should be remembered that the multiplicity n~' of 
weights M of d A which are not weights of d A , is zero. 
For M==A', the third of the Eqs. (48) yields zero and 
thus gives a zero contribution to nA" The actual mul
tiplicity n~: == 1 is subtracted through the Kronecker 
symbol. 

From equations (47) and (49) it is apparent that the 
formula for the multiplicity of a weight M of an elemen
tary representation dM containing one subrepresenta
tion d A , is identical to the formula for the multiplicity 
of the weight M of the irreducible representation D A, 

except for the weight M = A ' of D A' F or this particular 
weight the value obtained from Eq. (47) has to be 
decreased by one in order to obtain the multipliCity 
nA' of the weight A' of D A' 

Theorem 9: If DAis an irreducible representation of 
the algebra G with highest weight A, then the multipli
city nil of a weight M of DAis obtained as follows: 

(a) if M is a weight of D A such that 

M+R*S'(A +R), any S' E W, S' *1, 

or if 

M+R=S'(A+R), forsomeS'EW, S'*l, 

but there exists no sequence of positive roots 
131> 132, ••• , i3 n which satisfies condition (A) for the pair 
of weights (M + R; A + R), then it holds 

nil = - 6 (detS)nll+R_SR; 
SEW 
S"l 

(b) if M is a weight of D A such that 

M+R=S'(A+R), for some S'EW, S'*l, 

and there exists a sequence i31, i3z, ••• , i3n of positive 
roots which satisfies condition (A) for the pair of 
weights (M + R; A + R), then 
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with 

YS,=-6YT-1. 
T 

(50) 

The sum in Eq. (50) goes over all elements T of the 
factor space W/W\ where WA={SE W,S(A+ R)=A+R}, 
for which T <i S'W\ T <i WA and for which a sequence of 
positive roots /31, /32' .•• , /3" exists which satisfies condi
tion (A) for the pair of weights (M + R, T(A + R». The 
Eq. (50) is a recurrence relation for the determination 
of the integers YT' 

Proof: Part (a) of the theorem is correct since Eq. 
(47) holds for all weights of DA which are not highest 
weights M of elementary subrepresentations dM of 
the elementary representation dA • The proof of the 
validity of part (b) is as follows. Let dm be an elemen
tary subrepresentation of d A with highest weight M and 
let M" = T(A + R) - R be the lowest highest weight which 
corresponds to an elementary subrepresentation dM" of 
dA, such that dM" contains dM as a subrepresentation. 
Then it holds YT = - 1. 

In general it holds for the case of any subrepresen
tation dM" of dA which contains dM in turn as a subrep
res entation, and does not contain any dii which contains 
dM' that YT = - 1. The same argument is now repeated 
for the subrepresentations dM" in place of the sub
representation dM' For given subrepresentations dM" 
all subrepresentations dM'" of dA are considered which 
contain dM" (and its subrepresentations) as a subrep
resentation, but no others. The information obtained 
in the first step determines the value of the corre
sponding YT' Continuing in this manner the value of 
YS' is obtained. This completes the proof of Theorem 9. 

Theorem 10. Let D A denote an irreducible represen
tation of an algebra G with highest weight A, Then its 
character and the multiplicity of its weight are given 
as 

~SEW/W A Ys e(S(A + R» 
XA = ~SEW (detS)e(SR) , 

nM = ~ YsP{S(A + R) - (M + R» 
SEW /W A 

with Ys = ° if dS(A+R)-R is not a subrepresentation of dA• 

Proof: The proof of this Theorem rests the theorems 
for the characters and the multiplicity of weights of 
elementary representations by following the lines of 
argumentation as given in the proof of Theorem 9. 

VII. GEOMETRICAL INTERPRETATION OF 
CHARACTER AND MULTIPLICITY OF WEIGHTS 
FOR INFINITE-DIMENSIONAL REPRESENTATIONS 
WITH A HIGHEST WEIGHT 

A simple geometrical interpretation is possible 
for the characters and the multiplicity of weights of 
elementary as well as irreducible representations with 
a highest weight. Such a geometrical description has 
been given by Antoine and Speiser9 for the case of 
finite-dimensional irreducible representations, while 
Biedenharn, Gruber, and Weber and Klimyk10 treated 
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the special case of infinite-dimensional representa
tions of the algebra Az along similar lines. For alge
bras of low rank the geometrical description lends 
itself to a graphical interpretation, In the following 
the algebra A2 is chosen to demonstrate graphically 
the meaning of the formulas for the character and for 
the multiplicity of weights for its infinite-dimensional 
representations with a highest weight. 

In Fig. 1 the root system of the algebra A z is plotted, 
with al and a z simple (positive) roots. With respect 
to a conveniently chosen basis the simple roots can be 
represented as vectors al=(I,-I,O) and a z=(O,I,-I). 
Then R = (1,0, -1). [This embedding of the weight space 
of the algebras AI in an (Z + I)-dimensional space is 
conventional. In this (Z + I)-dimensional space the action 
of the Weyl group takes on its simplest form.] The 
three lines 1, 2, and 3, perpendicular to the positive 
roots ab az, and R, are reflection planes. All possible 
reflections and products of reflections on these lines 
(planes, in general) generate the Weyl group W of 
Az• For the representation of the roots (and weights) 
chosen the action of the Weyl group consists simply 
in all possible permutations of the components of a 
root (weight). A set of weights related through the 
Weyl group is called a set of equivalent weights. Such 
a set of equivalent weights has been indicated in Fig. 1 
by points. The shaded domain A is called the funda
mental domain. It contains the highest weight of every 
set of equivalent weights and all other domains B-F 
are related to it through the Weyl group. If for a weight 
A holds that Ai = 2(A, ai)/(ai, Q!i) = n, n? 0, integer, 
for all simple roots ai' i = 1, 2, .. . Z, then the irredu
cible representation which has A as highest weight 
is finite-dimensional. Its outer contour is obtained by 
joining the points in A and B, Band C, ... ,F and A, 
consecutively by straight lines. All highest weights of 
finite-dimensional irreducible representations lie in 
the fundamental domain A (including the boundary). 
A typical example is A = (4, -1, -3) with Ai = 5, Az = 2. 

Figure 2 illustrates the case of an elementary rep
resentation dA with highest weight A = (4, -3, -1). It 

FIG. 1. 
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holds that Al == 7, Az == - 2. This elementary represen
tation is not irreducible, but contains dM' dM- and dM• 
as subrepresentations, with M' == (- 3, - 3,6), Mil 
= (- 4, 5, -1), and M== (- 4, - 2, 6). This is a consequence 
of Theorem 6, since condition A is satisfied for the 
pairs of weights (M' + R; A + R), (Mil + R; A + R), and 
(M + R; A + R). Property (1) of condition A holds ob
viously. While (2) of condition A, since (ai' al) == 2, 
(R, R) == 2, takes on the form (A + R, R) == 6, 
«A + R), a z) = 8, and (S '(A + R), al) == «-2, -3, 5), al) 
== 1 for the three pairs obviously. In turn, both subrep
resentations dM• and dM" contain dM as a subrepresenta
tion, while dM =-DM is irreducible according to 
Theorem 5. The outer contour of the infinite-dimen
sional representations dA , dM., dMN, and DM is indicated 
by the two straight lines (solid for d A and dM and broken 
for dM• and dMN) which emerge from the highest weights 
and extend to infinity. The weights of the representa
tions lie on the lines and to the left of the lines. In 
each of the subspaces RM., RM" and RM of the space R, 
which carries the representation dM there exists a 
vector y which satisfies PA(ei)y == 0, i = 1, 2, ... , l. 

FIG. 3. 
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FIG. 4. 
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This is simply a consequence of the fact that dM' dM" 
and dM are subrepresentations. It should, however, be 
noted that, while d A is reducible, it is not completely 
reducible. The subrepresentation dM is a subrepresen
tation of both, dM and dM'" 

Figure 3 shows the (infinite-dimensional) irreducible 
representations DM., DM_, and DM=-dM which are sub
quotients of the elementary representation d A • Accord
ing to Theorem 8 the highest weights are the same as 
for the elementary subrepresentations dM• d _ and d , M' M' 

It holds Mi==O, M~=-9forDM" M?==-9, M:== 6 for 
DMN and MI = - 2, M 2 == - 8 for DM" The positive values 
(more precisely, the nonnnegative integer values) of 
these projections of the highest weights onto the two 
simple roots a l and a 2 are directly related to the invar
iance (if any) of the weight diagram under Weyl reflec
tions. Thus, the weight diagram of DM• is invariant with 
respect to reflections on the line perpendicular to the 
root aI' the weight diagram of DM _ is invariant with re
spect to reflections on the line perpendicular to the root 
a2 , while the weight diagram of D M is not invariant under 
any operation of the Weyl group. USing a symbolic 
notation, Theorem 6 shows that D -d -d D M'- M' M' Mil 

== dM" - dM' and DM =- dM' 

Figure 4 shows the irreducible representation DA 
with its multiplicity structure. Again symbolically 
writing, the irreducible representation DAis related 
to the elementary representation d A and its elementary 
sub representations according to Theorem 8 as DM = dA 

- (dM• - dM) - (dM" - dM) - dM' It is worth noticing that 
for irreducible representations D A which have their 
highest weight within the fundamental domain, the 
familiar formula of Kostant for the multiplicity of 
weights is obtained in this manner. (The multiplicity 
within each elementary representation is given by the 
partition function.) Racah's formula for the case of 
infinite-dimensional irreducible representations has to 
be modified, according to Theorem 9, at the encircled 
weights, namely at M', Mil and M. Consecutively de
termining the YT it holds that Ys' == - 1, Ys" = - 1, and 
Ys== - (Ys• + YS") - 1 == 1. Thus, at the weights M' and 

n 
M the multiplicity obtained by Racah's formula has, 
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according to Theorem 9, to be decreased by 1, while 
at the weight M the multiplicity has to be increased 
by 1. 
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A path integral method for superfields has been developed. This is made possible using a suitable definition 
for functional differentiations in the 8-dimensional space of lC and 8. The Ward-Takahashi identities arising 
from the invariance under supersymmetry transformations are shown to take very neat and compact forms 
for the Green's functions of the superfields. 

1. INTRODUCTION 

Recently Wess and Zumino1 introduced Fermi-Bose 
supersymmetry. The transformations of this are gen
erated by infinitesimal coordinate dependent, anticom
muting Majorana spinors a(x) in four dimensions. Later 

,on2 the coordinate dependence of ~ is dropped to avoid 
problems ariSing from scale and conformal anomalies. 
Salam and Strathdees

,4 have shown that the constant pa
rameter supersymmetry transformations can be con
sidered as operations on superfields defined on the 
eight-dimensional space of coordinates x "' and the 
anticommuting Majorana spinors Ba • 

A remarkable feature of supersymmetry is that both 
bosons and fermions are accommodated in the same 
multiplet. niopoulos and Zumino5 have studied exten
sively the simple case of the superfield containing a 
scalar field A, a pseudoscalar field B, a Majorana 
spinor field !/i, and two auxiliary fields F and G. These 
authors bave shown that a nontrivial Langrangian model 
constructed out of these fields is not only renormaliz
able, but with the feature that only one wavefunction re
normalization common to all the fields is required. 
There are no mass and coupling constant renormaliza
tions. This latter feature is due to the specific struc
ture of the Lagrangian. Tsao6 has shown this can be 
shown to arise also from Ward-Takahashi (WT) iden
tities for broken Ys-invariance. niopoulos and Zumino5 

and Ferrara, niopoulos, and Zumino7 have written down 
WT identities for invariance under supersymmetry 
transformations. Because of these we have remarkable 
cancellations between the Green's functions of the dif
ferent fields. When conSidering perturbation theory, 
this would manifest as cancellations between different 
Feynman diagrams, hence getting rid of many bad di
vergences. By proceeding this way the study of diver
gences of multiloop diagrams and their possible can
cellations can turn out to be very messy and rather 
tricky. If it is possible to deal with the superfields di
rectly without decomposing them into component boson 
and fermion fields, then we shall be treating a host of 
Feynman diagrams collectively. This is expected to 
make everything much simpler. The very first step in 
this direction was taken in Appendix C of Ref. 4. Using 
this as a starting point, Cappers has written down 
Feynman rules for superfields dil'ectly and used them 
to show that the study of divergences of multiloop dia
grams can indeed be quite straightforward. 

In this paper, our aim is to show that a path integral 
method for superfields can be developed and the WT 
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identities written in neat forms. For the purpose of 
illustration we shall consider the model of niopoulos 
and Zumino. Here one is dealing with the chiral and 
scalar superfields ~.(x, 6). If we introduce suitable 
external sources J,,(x, 8), then it should be possible to 
generate all Green's functions by functional differentia
tions with respect to J,,(x, 8) of the generating function
al. As it is pointed out in Appendix C of Ref. 4, a 
clarification of the meaning of 0 1M .(x, B) is necessary 
before we can proceed any further. There this has 
been by-passed by making use of the invariance of the 
Green's functions under supersymmetry transforma
tions. Salam and Strathdee have shown in a more recent 
paperA that a clarification of the meaning of 6 1M .(x, B) 
is easily obtained. We have adopted this definition of 
O/M.(x,6), using which it is possible to develop a con
sistent path integral method and derive WT identities 
directly in terms of superfields. 

The plan of this paper is as follows. In Sec. 2 we 
have developed the path integral method. The 
Ward-Takahashi identities for supersymmetry trans
formations are derived in Sec. 3. Section 4 contains 
our conclusions. Some useful formulas are given in 
the Appendix. 

2. PATH INTEGRAL METHOD 

We shall adopt the notations of Ref. 4. These and 
some useful formulas for manipulating with the anti
commuting Majorana spinors are given in the Appendix. 

A supersymmetry transformation is 

x il - x ll +~YIl6, (2.1) 

where Ea is an anticommuting infiniteSimal Majorana 
spinor. Under these the scalar superfields <I> .(x, Ii) 
transforms as 

~.(x, 6) - ~.(x, 6) + ejJ a(x, 8)~.(x, 6) 

with 

(2.2) 

(} i (} 
D",(x,6)= 08

a 
+ 2'(')'1l 6)", oX

Il 
. (2.3) 

We have for ~.(x, 6) the following expansions: 

~,,(x, 6) = exp('F ~6r')'s6) 

X{A,,(x) + 6!/i.(x) + i6(1 ± i')'s)6F .(x)}. (2.4) 

To go over to the notations of lliopoulos and Zumino 
we define 
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A.,= t(A± iB), 

F.,= t(F'f iG), 

1/!.,=i(l±iYs)l/!· 

(2.5) 

The Lagrangian constructed from superfields should 
transform like a scalar superfield. But for invariance 
under supersymmetry transformations it is necessary 
for the action to be invariant which require that all 
O-dependent terms in the Lagrangian should be surface 
terms. By keeping this in mind, the following simple 
Lagrangian can be constructed uSing iP ",(x, 0): 

L(x,O)=t15D{Lo+LM+L,}, (2.6) 

where 

L 0 = iDD{iP .(x, 8)iP .(x, O)}, 

LM = - tM{iP~(x, 8) + iP~(x, 8)}, 

LI = - t.g{iP!(x, 8) + iP:(x, 8)}. 

The differential operator D,. is defined by 

a i a 
D",= ao - 2 (yl'0)'" ox 

,. I' 

and 

D",=C~~D~. 

(2.7a) 

(2. 7b) 

(2.7c) 

(2.8) 

Now we introduce the external sources J *(x, 8) with the 
expansions 

J.,(x, 8) = exp('f tOhs8) 

x{JF.,(x) - OJ$,.(x) + tB(l ± iYs)8JA.,(x)}. (2.9) 

Then the generating functional W[J] for Green's functions 
in presence of external sources may be written down 
except for an over-a11 constant factor as fo11ows: 

W[J]:::: J d[ iP ] exp{iS[ iP ] 

+iP(8)J trx[J.(x,8)iP.(x, 8) +Jjx,8)iP.(x,8)]}, (2.10) 

where d[ iP] is an invariant measure over the fields 
iP.(x,8) and iP.(x,8) and the invariant action SliP] is de
fined by 

S[ iP] = - P(8) J fi4x{L o(x, 8) 

+ LM(x, 0) + LI(x, O)} (2.11) 

and the differential operator P(8) is defined by 

P(8)=-tDD, (2. 12) 
P(8) J d4x = J fi4x[ - tDDJ. 

Now, to enable us to generate a11 the Green's functions 
from Eq. (2.10), we shall need the definition of 0/ 
OJ.,(x, 0). We shall find the following definition, which 
is the same as that given by Salam and Strathdee, 9 to 
be appropriate: 

( 
0 - 0 x ---+8-

OJA,. (x)oJ,.(x) 

+ to(l ± iYs)8 OJ :,.(X) ) (2. 13) 

Using Eq. (2.9), we can immediately calculate 
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oJ.(y,6 g ) _ (1;; ':t ) 
oJ", (x , 0

1
) -exp'f4"P IY'YSOl 

Xexp('f tBlys82)t(01 - ( 2) (1 ± iY5)(8t - 82) 04 (x - Y) 

=0.,(x,01;Y,8 2 ) (2.14) 

and 

oJ,.(y, 82)/OJ.(x, 81):::: 0; 

we have the property 

(2. 15) 

(2. 16) 

The change of variable for functional differentiation is 
effected by 

o -P(8)! try (o>¥.(y,O) 0 
OJ.,(x,81 ) - OJ.(x,8 l ) 0>¥.(Y,8) 

o>¥ .(y, 8) 0 ) 
+ OJ.(x,81) 0>¥jy,8) , 

where 

IJt ,.(x, 8):::: exp('f t91Ys8) 

x {4,.(x) + oN .(x) + t9(1 ± iYs)8f.,(x)} 

and 

The consistency of Eq. (2. 17) may be checked by 
choosing IJt .,::::J. 

Now, since 

P(8) J d4x{J .(x, 8)iP .(x, 8) + Jjx, 8)iP.(x, 8)} 

:::: J fi4x{JA/x)A.(x) +JF .(x)F .(x) 

+J~.<x)zj;.(x) + JAJx)A.(x) +JF .<x)F.(x) 

+ J$/x)I/!.(x)}, 

it is trivial to check USing Eq. (2. 13) that 

oW[J] . I I 
OJ.(x,8)=z(0 iP.(x,8) 0). 

(2. 17) 

(2.18) 

(2.20) 

(2021) 

(2.22) 

To generate Green's functions of arbitrary order, all 
we have to do is to differentiate appropriate number of 
times. Let us now introduce the generating functional 
Z[J] for connected Green's functions by 

Z[J] :::: - tln W[J]. (2.23) 

Then 

iN «If (0 I T{iP .(xu 81), .• iP .(xN , 8N ) iP .(Yl' 8~) ... iP.(YM, 8~ HI 0) 

(2.24) 
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. ONtMZ[J] 

=, OJ.(Xu 61), •• OJ~(XN' 8N )OJ.(yu 6~) ••. OJ.(YA" 8~) I Hoi) • 

Now we can go ahead to introduce the generating 
functional r[>l1] for one particle irreducible (OPr) ver
tices. To do this, we have to introduce the vacuum 
expectation value of 41~(x, 8) in presence of the sources 
J~(x, 9): 

oZ[J] I >l1~(x,9)= OJ,. (x, 9) =(0141~(x,9) O)J" (2.25) 

We can use Eq. (2.18) and (2.19) to define expansion 
of >l1 ~(x, 8) and functional derivative with respect to 
>l1~(x,6) respectively. Then observeA,.(x)=(OIA~(x)lO), 
f~(x) = (0 I F,.(x) I O)J' and N~(x) = (Ollji~(x) I O)J' 
We have· 

r[>l1]:::z[J]-P(9)j d"x 

x{J.(x, 9)>l1 .(x, 0) +J.(x, O)>l1.(x, OJ}. (2.26) 

To generate OP! vertices, we have to differentiate with 
respect to >l1,.(x, B) sufficient number of times and then 
set >l1,.::: O. As, for example, for the inverse propagators 

02r[>l1 ] 
r ,.,.(x, B1 ;y, O2 )= o>l1~(x, B

I
)o>l1,.(Y, B

2
) , (2. 27a) 

(2.27b) 

We introduce the Fourier transforms 

r H (P;Bu 02)=j tflzeiperu(x,Bl;y,B2)' (2.28) 

where z = x..., y. A similar expression holds for 
rH(p;Bu B2 ). 

3. WARD-TAKAHASHI IDENTITIES 

FollOwing a method used by Lee and Zinn-ZustinlO 
in the case of gauge theories, it is straightforward to 
derive the WT identities for supersymmetry trans
formations. Observe that the functional integral in 
Eq. (2. 10) remains invariant under the change of inte
gration variable 41 ,.(x, 0) - 41 ~(x, B) + ejJ ",(x, 0)41 ,.(x, B). 
Since S[ 41] is invariant under this, only the source 
terms in Eq. (2.10) are altered, and we are led to 

j d[41 ]exp{iS[41]+ iP(B) j d"x(J.(x, B)41.(x, 0) 

+J.(x, B)41.(x, O)]} 

x{ + ii"P(o) j d"y[J .(y, oi) ,,(y, B)41.(y, B) 
(3. I} 

+ J.(y, Bi) ",(y, B)41.(y, B)]}= O. 

The second curly bracket may be taken outside of the 
functional integration if we replace 41,.(y, B) by 0/ 
iOJ~(y, 0). Then we have 

p(Oif tflx {J.(X, O)f) '" (x, B) OJ.(~,O) 
+J.(x, O)f) '" (x, 0) OJ.(~,O)} w[J]=O. (3.2) 

This can be expressed in terms of Z[J]: 

p • r { f) OZ[J] 
(B)} d"x J.(x, B) ,,(x,B) OJ.(x,B) 

f) oz[J] } 
+J.(x,6) ,,(x, 9) OJ.(x,9) =0. (3.3) 
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This is the WT identity satisfied by Z[J] in presence 
of the sources J~(x, B). Now observe for any chiral 
fields 41~(x,B) we have the result 

P(B)! d"x o~'" 41,.(x,B)=O (surface term). (3.4) 

USing this, one can easily verify that 

PCB) j tf4x41 u (X, B)f) ",(x, B)41 2,.(x, B) 

= - PCB) j d"x41 2,.(x, B)/) ",(x, B)41 H (x, B). (3.5) 

Then the WT identity Eq. (3.3) may be rewritten in 
the form 

if { oZ[J] 
PCB) rJ4x OJ.(x, 9)f)",(x, 9)J.(x, 9) 

oZ[J] } + OJ.ex, 9) f) ",(x, 9)J.(x, B) = O. (3.6) 

By working through the actions of f) ",(x, 9) and P(9), it 
is straightforward to check that Eq. (3.6) is identical 
to Eq. (17) of lliopoulos and Zumino, s which is the WT 
identity in terms of component fields. To do this, we 
observe that 

f) ",(x, O)J~(x, B) = exp(:f t8iJ''Ys9) 

{-J~*",(X)+[(JA (x)+iiJ'JF (x»t(1±iys)8]", ,. ,. 
+ t6(1 ± iY5)8(iiJ'J~ (x»",} • (3.7) ,. 

Next making use of the rule of multiplication of two (+) 
and two (-) fields, we obtain 

f (. oZ[J] oZ[J] 
tflx t OJ

A 
(x) iJ'J~.(x) - OJ

F 
(x) J~.(x) 

• • 
+[J ()+ ':/J ( )] l+ iys O!'[J] 

A.x ty' F.X 2 oJ (x) 
~. 

. IlZ[J] IlZ[J] 
+ t OJ (x) iJ'J~.(x) - OJ (x) J~,<x) 

A. F. 

[ .:/ ]l-iY IlZ[J]) 
+ JA,<X)+ZyJF.(x) -=----r OJ (x) =0. (3.8) 

~. 

USing Eqs. (2.5), we have 

IlZ[J] . IlZ[J] . 
OJ

A 
(x) tiJ'J¢(x) - OJ

B 
(x) tiJ'y~~(x) 

IlZ[J] IlZ[J] 
- OJ F(X) J~(x) - OJ

G 
(x) ysJ~(x) (3.9) 

+ [JA (x) + y~B (x) + iiJ'(JF(x) - y~G(x»] :~~~? = O. 

This is precisely Eq. (17) of Ref. 5 in our notation. 

Now returning to Eq. (3.3), let us differentiate it 
with respect to J,.(y, 91) and then set J,.= 0 to obtain 

PCB) f tflx exp('f t9ti1'~YsBl) exp('f t9?~YsB) 
XH61(1 ± iYS)OI + to(l ± iYs)B - tOI (1 ± iYs)e}ll4(x - y) 

xf) 6Z[J] 
",(x, B) OJ~(x,B) = O. (3.10) 

By working out the actions of f) ",(x, 9) and P(8), it is 
possible to perform the x-integration using 1l 4 (x - y). 
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1 - . • oZ[J] ] 
- 4 B1(1 ± lYs)B1zJ) oJ.,.,(y) == o. (3.11) 

But this is precisely 

f) oZ[J] 
.. (Y,8 1 ) OJ±(y, 8

1
) == o. (3.12) 

Similarly, if we perform functional differentiations 
with respect to J .(Xl> 81) • 0 • J .(XN , 8N ) and 
J.(Yu8~)oooJ.(YM,8~) and then setJ±=O, we shall 
obtain the wr identity for the (N + M)th order connected 
Green's function 

(1~f)"'(XH81)+Jff)"'(YJ,BJ») (3.13) 

I)H.MZ[J] 
x OJ.(X1, 81)'" OJ.(xN , BN )OJJY1, BD'" OJJYM' B;) ==0. 

It is easy to see that for OPI vertices we shall have 
WT identities of the form 

oN+Mr[w] 
X 0>¥,(xl>B1)'" oW.(xN , 8N )0>¥_(y1' B~)'" O>¥_(yM' Il~) ==0. 

(3.14) 
4. CONCLUSIONS 

To bring out the usefulness of the WT identities for 
the superfields, we shall first show the consequences 
of WT identity for the vacuum expectation value of 
4>±(x, B), i. e., Eq. (3.12). Note that, using the fact 
that the vacuum expectation values in the absence of 
external sources are coordinate independent, we find 
that Eq. (3.12) takes the form 

a ~ {(OIA.(x)IO) 
Il", 

which immediately leads to 

(0 !1fJ±(x) I 0) == 0, 

(0 I F.(x) 10) == o. 

(4.1) 

(4.2) 

(4.3) 

Equation (4.2) is simply a consequence of the spinoral 
nature of 1fJ±(x), while Eq. (4.3) is a consequence of in
variance under supersymmetry transformations. 

Next, taking N=M= 1 in Eq. (3.14), we have WT 
identities for the inverse propagators 

ro '" (x, Ill) + f) 01 (y, 02)]r +±(X, 81, y, 82) 

Using Eq. (2.28), we have in momentum space 

(4.4) 

[a~", + a:2O< +hlJi'(Ol- 0z)}a]r+±(P;01> OZ)==0' (4.5) 

Because of chiral nature of r •• (x, 0l;Y, O2) we have [see 
Eq. (A8)] 

C-2iYs
) a8 {at -~(y,.Bt)B a!" }r .. (x, 0l;Y, 82)=0, 

(4.6) 
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( l-~YS) {a~ - ~ (y" 82)B -!-} r •• (x, III ;y, 1l2) = O. 
OIB B28 y" 

Or in momentum space 

e-;/ys) OIB {a~1a -tVlB1)a} r.+(p;B1>llz)==O, 

e -ts
) ",a {a~28 + t(P'B2 )a} r .. (P;llb 1l2) = o. 

(4.7) 

A first look at Eqs. (4.5) and (4.7) suggests that the 
most general form for r ++(p;1l1, 1l2) can be taken to be 

[' .+(P ;01> O2) 

== exp(ta~liJhsIl1 +tb8zihsll2 +tc8Jf82 

+td81ihs82) x [C(P2) + (81 - 82) 

xt(1 +iYs)(81 - 82)D(P2)]. 

Inserting this in Eqs. (4.5) and (4.7) and using 

(4.8) 

Eq. (A7), we can easily show that a=- b=1, c=d==O, 
C(P2) = O. Just for the sake of convenience we shall take 
out a factor tM and write 

r •• (P;8b 82) = exp[H1ihs81 - H2ihsll2] 

xtM(81- 82H(1 +iYs)(81- B2)D(P2). 
(4.9) 

For the propagator r +_(P;8b 82) Eqs. (4.7) are replaced 

(1-2i
Ys) a" {a~" -tVl81)a} r._(p;8b 82)=0, 

~ p (4.10) 

(1~iY5) aa {a~28 +tVl82)a} r+_(p;8b Il2)=0. 

Then r +_ can be shown to have the form 

r ._(P;8b 82) 

= exp[t81iP'Ys81 + H2ihs B2 + tetP"(l - iYs)B21C(p2). 
(4.11) 

We introduce the renormalized propagators by 

(4.12) 

and take 

r:+(0;8b 1l2) = tMr (81 - 82)t(1 + iYs)(Bl - 82), 

r~JO;8b 82) == 1. 
(4.13) 

It has been shown by Iliopoulos and Zuminos that be
. cause of the special relation 

(4.14) 

being satisfied by the Lagrangian Eq. (2.6), the follow
ing condition is satisfied by r[ >¥]: 

a~r[>¥]= - :;P(8)j tty [>¥.(y, 8) +>¥_(y, 8)] 

1 J (or[ >¥] or[ >¥] ) 
+ 2g P(O~ tty 0>¥.(y,8) + o>¥_(y, 8) . 

(4.15) 

This is Eq. (40) of Ref. 5 in our notation. Taking func
tional derivatives with respect "to >¥ .(z, 81) and setting 
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\}I ~ = J~ = 0, we obtain } 

P(B)J d"y{r++(z, B1 ;y, 8) +r.Jz, 81 ;y, 8) 

= + M exp(- H1P .. Y5(1) 

x J d"y o'(y - z) = + M. 

Going over to momentum space, we have 

P(8){r .. (0;81> 0) + r +-<0;81> 8)}= + M. 

(4.16) 

(4.17) 

Using Eqs. (4.12) and (4.13), we arrive at the result 

Mr=ZM, (4.lS) 

showing that no mass renormalization counterterms is 
necessary. It is left to the interested readers to show 
that no coupling constant renormalizations are necessary 
as well. 

In this paper we restricted ourselves to chiral fields 
oI>~(x, 8), but all the results can be easily extended to 
deal with general nonchiral fields oI>(x, 0) = oI>.(x, 8) 
+ 01> Jx, 8) + 01>1 (x, 8). The notable difference is that now 
the operator P(O) sh')uld be replaced by the operator 
t(DD)z. 

Salam and Strathdee9 have derived in their paper the 
Feynman rules for superfields using the path integral 
method, while in this paper our main obj ective has been 
the derivation of Ward-Takahashi identities. These 
should be extremely valuable in the studies of renor
malizability of superfield theories. 

APPENDIX 

We shai.! take the y- matrices to satisfy 

Y", Yv + YvY", = 2g",v 

with 

goo=-gu=-gzz=-gs,=l, Ys=-l 

and 
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(Al) 

(A 2) 

(A3) 

The Majorana spinor z/! is such that 

z/!= 1/f = C~T 
with 

C.J. = CT = _ C, C·ly", C = _ y,; . 

(A4) 

(A5) 

A very important identity satisfied by the Majorana 
spinor 0" is 

0" 8B =..,. toaBee + H Y5)aB8Y50 

+ HiyILY5)aB£liYIL Y50. 

The following identity is very useful: 

e ±;Y5~" £I 1 ±;Y5 B= O. 

The chiral fields oI>*(x, 0) satisfy 

(1'f;Y5D)" oI>*(x, 0)=0 

(A 6) 

(A 7) 

(AS) 

It is quite straightforward to prove these identities 
and the proofs can be found in Refs. 4 and S. 

*Present address: Department of Physics, University of 
Nigeria, Nsukka, Nigeria. 

IJ. Wess and B. Zumino, Nucl. Phys. B 70, 39 (1974). 
2J. Wess and B. Zumino, Phys. Lett. 49B, 52 (1974). 
3A. Salam and J. Strathdee, Nucl. Phys. B 76, 477 (1974). 
4A. Salam and J. Strathdee, Trieste Preprint IC/74/42 (1974), 
submitted to Phys. Rev. 

5J. lliopoulos and B. Zumino, Nucl. Phys. B 76, 310 (1974). 
6Hung-Sheng Tsao, Brandeis preprint (1974). 
7S. Ferrara, J.Iliopoulos, and B. Zumino, Nucl. Phys. B 77, 
413 (1974). 

BD. M. Capper, Trieste Preprint IC/74/66 (1974). 
9A. Salam and J. Strathdee, Nucl. Phys. B 86, 142 (1975). 

lOB. W. Lee and J. Zinn-Zustin, Phys. Rev. D 7, 1049 (1972). 

M. Huq 1837 



                                                                                                                                    

Random function theory revisited: Exact solutions versus 
the first order smoothing conjecture 

I. Lerche and E. N. Parker 

Enrico Fermi Institute. University of Chicago. Chicago. Illinois 
(Received 6 May 1975) 

We remark again that the mathematical conjecture known as first order smoothing or the quasilinear 
approximation does not give the correct dependence on correlation length (time) in many cases, although it 
gives the correct limit as the correlation length (time) goes to zero. In this sense, then, the method is 
unreliable. 

In a recent paper Roberts and Soward1 urge upon the 
reader the concept that earlier papers by ourselves are 
riddled with mathematical errors. Insofar as there is a 
central point to their paper, it seems to be the asser
tion that we2 have provided no valid mathematical exam
ples in which first order smoothing theory (quasilinear 
theory, or the adiabatic approximation) gives erroneous 
results. We are flattered by their fixation on our work 
on this question, but in all modesty we must point out 
that Kraichnan, 3 Frisch,4 Herring,5 and others earlier 
had provided several examples of the invalidity of first 
order smoothing theory (FOST). Indeed Frisch4 has put 
the point succinctly: "Using dishonest methods is like 
gambling: one does not know in advance whether the re
sult will be valid or not." It is curious, in fact, that 
Roberts and Soward purport to quote from our paper, 
but delete from the text of the quotation our reference 
to the earlier examples of error in FOST provided by 
other authors. 

To illustrate the difficulty with FOST, we2 worked out 
the normal modes for two different equations 

a2B aB 
~ - [1 + div(t)] ax = 0 

and 

a2B aB 
~ - [1 + E ov(x)] -;- = 0, 
vt vX 

where ov is a random function of either t or x. We used 
a method developed by Uhlenbeck and Orstein6 to obtain 
exact solutions (normal modes), the dispersion relation 
appearing then as an infinite determinant which can be 
summed to any desired order in E. We also obtained the 
dispersion relation for the normal modes using the 
truncation of the original equations as prescribed by 
FOST. 

Comparison showed that if ov is a function of t, FOST 
gives a dispersion relation for the normal modes which 
disagrees with the exact theory in the first correction 
term O(E2), i. e., it agrees in the limit for E rigorously 
zero, but FOST dispersion relation does not correctly 
include the effect of nonvanishing E. This was enough for 
us to declare FOST untrustworthy. We should emphasize 
that in our exact solution, to which the result of FOST 
compared unfavorably, we obtained the exact solution of 
the original equations in the form of an infinite deter
minant. The determinant can then be summed to any 
order. We summed it to O(E2). Roberts and Soward in 
their solution first approximate the original equations 
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by a moment scheme correct to O(E2). Then they obtain 
the exact solution of those approximate equations. The 
solution of their approximate equations agrees with the 
result of FOST but not with our solution of the exact 
equations. They have established, then, that the exact 
solution of approximate equations (such as FOST, or the 
moment equations) is not the same as an approximate 
solution of the exact equations. Their work underscores 
again the dangers of schemes such as FOST that start 
out by approximating the equations. The only way to be 
sure of the result is to solve the exact equations with a 
systematic mat hematical approximation scheme. In
deed, Roberts and Soward attack the problem correctly 
in their Sec. III, employing an asymptotic matChing 
method to the exact equations. There they find an eigen
value apprOximately 8 percent different from the value 
obtained from FOST and from their exact solution of the 
truncated moment equations. Thus they join us in show
ing the unreliability of exact solutions of approximate 
equations, such as FOST. 

NOW, when ov is a function of x we found that FOST 
gives the correct contribution O(E2) to the dispersion 
relation for the individual modes. Thus FOST is correct 
in one case, ov(x), but wrong in the other, ov(t). 

Curiously enough Soward and Roberts criticize our 
solution for the normal modes when ov is a function of 
x (the one which agreed with FOST) on the grounds that 
the solution is unphysical. They assert that the proba
bility must be restricted to x> 0, just as in an initial 
value problem one works out the solution for t> O. They 
are correct, of cou!'se, that anyone normal mode is in
deed unphysical. As is well known, physical solutions a 
are made up of a suitable superposition of normal 
modes. We went only as far as the normal modes, 
which is, of course, a legitimate mathematical 
exercise. 

But suppose that our solution for ov a function of x is 
incorrect, as Roberts and Soward assert. Then the in
correct solution agrees with FOST, implying that the 
correct solution must disagree with FOST. Then in both 
cases FOST gives the wrong answer. 

As a matter of fact, we7 have reason to believe that 
FOST may be reliable when applied to equations that 
are fully self adjoint both before and after the trunca
tiono If our conjecture is correct, then the agreement 
when ov is a function of x is not at all fortuitous. Alto
gether, it appears that Roberts and Soward have joined 
the ranks of those who have independently demonstrated 
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errors inherent in FOOT. They would be interested, we 
are sure, in a recent paper by Jones and Birmingham8 

discussing in general terms when FOOT is, and is not, 
valido 

Finally we should remark on Footnote 27 in the paper 
of Roberts and Soward, in which they assert that we9 

incorrectly evaluated a certain integral.- It is evident 
from their cursory inspection of the bound on the inte
grand that they have overlooked the phase factor, which 
is rapidly varying and which accomplishes the necessary 
convergence in a standard manner (Jordan's lemma). 
We will be glad to supply them the complete and elemen
tary, but tedious, details of the evaluation of the 
integral. 

In conclusion we suggest that Roberts and Soward's 
statement, "If the claims of Lerche and Parker prove 
well founded, turbulent dynamo theory will. .. suffer a 
serious setback, " taken by itself is too harsh a judg
ment of the earlier work of Steenbeck and others. As we 
pointed out,2 the work of Steenbeck, Krause, and 
RadlerlO is entirely correct, so far as we are aware, in 
the short sudden limit E - 0, in which we first worked 
out the dynamo equations twenty years ago. 11 Conse
quently, their derivations of the dynamo equations and 
their discussion10,12-14 of the physical consequences of 
cyclonic turbulence (helicity) in generating magnetic 
fields are correct and introduce a number of important 
new physical points, as well as providing a broad look 
at a variety of dynamo models. 
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We study the stationary neutron transport Boltzmann equation as applied to a three-dimensional system D, 
made by a rectangular multiplying core surrounded by a finite reflector, in both the Lebesgue space L,(D) 
and the space C(D) (with the sup norm). As a res..tlt of this analysis, we prove some basic properties, such 
as the continuous dependence of the neutron flux on the parameters characterizing both the geometrical 
and the material properties of the system and the continuous and monotonic dependence of the average 
number of secondary neutrons per collision in the core on these parameters. 

1. INTRODUCTION 

In a recent work, 1 some techniques based on func
tional analysis were used to study the properties of the 
solution of the neutron transport Bolztmann equation 
for slabs and spheres with finite reflectors. In this 
paper, we are interested in investigating the case of 
a three-dimensional rectangular multiplying core sur
rounded by equal finite reflectors on opposite sides. 
To be definite, let us consider in the three-dimensional 
Euclidean space R3 a finite closed rectangular system, 
with the center at the origin and embedded in the vacu
um, whose material properties are characterized by 
c (c ?-1) and by y (0 < Y < 1), the average number of sec
ondary neutrons per collision respectively in the core 
and in the reflector, and by L: (L: > 0), the total macro
scopic cross section for all processes both in the core 
and in the reflector (fission, scattering, and absorption 
in the core; scattering and absorption in the reflector). 
Neutrons are supposed monoenergetic, and the process
es are taken to be spherically symmetric in the labora
tory system. 

Let now TI(Tj > 0) be the optical half-thickness (~X 
geometrical length) of the system along the coordinate 
axis Xj (i = 1, 2, 3); if G'l (G'l> 0) and i31 (i3I?- 0) respec
tively are the optical half-thickness of the core and the 
optical thickness on each side of the reflector, along the 
axisxj (i=1,2,3), then 

(1 ) 

By making use of the optical units Tl along the axis Xl 
(i = 1,2,3), the domain of the system is D = [- 1, 1]3 cR3

; 

on the other hand, if C is the domain of the core, then 

XI=G'/T;, O<XI""l, i=1,2,3. 

Finally, let 

T=(T1,T2,T3), CT=(Xt.X2,X3,Y,C), P=(T,CT)EP, 

P=(O, +"o)3X(0,1]3X(0,1)X[1,+"o)CR8; 

(2) 

(3) 

P is the parameter characterizing both the geometrical 
and the material properties of the system. 

For the physical situation illustrated above and in 
the absence of external sources, the stationary neutron 
total flux ¢p(x) in the system must satisfy the linear 
integral Boltzmann equation2 
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¢p(X) = JD h,,(x')KAx, x') ¢p(x')dx', 

where 

KT(x,X' ) 

(4) 

=T1T2 T3 eXP [-(E Tl(xl-XD2) 1/2]f1T it Tl(xl-xD2 

and 

{

C, XEC, 

h,,(x) = y, xED\C. 

(5) 

(6) 

We shall study the Eq. (4) by making use of both the 
integral operator valued functions Tp and Sp, PEP, 
whose kernels (using the same symbol for the operator 
and for its kernel) respectively are 

Tp (x, x') = h,,(x' ) KT(X, x'), (x, x') E D XD, 

and the symmetrized one 

Sp(x, x') = k,,(x, x') KT(x, x') 

k,,(x, x') = [h,,(x) h,,(x' ) ]1/2 
, (x,x')EDXD. 

2. PROPERTIES OF THE OPERATORS Tp AND Sp 

(7) 

(8) 

A. The first step is to choose the spaces to define 
the operators Tp and Sp, PEP; since Tp and Sp are in
tegral operators with a weak singularity [we recall that 
the kernels (7) and (8), in which there is an unbounded 
term such as KT(x, x'), see (5), are said to have a weak 
singularity3], it turns out that it is possible to define 
them as follows4: For any PEP, Tp is defined on all the 
space C(D) of the real valued functions defined and con
tinuous on D (endowed with the sup norm); for any 
PEP, Sp is defined on all the space L 2(D) of the real 
valued functions defined and square integrable (in the 
Lebesgue sense) on D [endowed with the inner product 
(f,g) = JD f(x)g(x) dX, j,g E L 2(D) and the L2-norm 
11111 = (f,j)1/2]. It turns out also that, 5 for any PEP, 
the linear operator Tp and the symmetric linear opera
tor Sp are completely continuous respectively in C(D) 
and in L 2(D) [but Sp is not a Fredholm operator, that is 
its kernel is not square integrable on DXD, see (5) 
and (8)]. 

Let us emphasize that we have defined Tp in the space 
C(D) [also it also would have been possible to define 
it in L 2(D)] and Sp in the space L 2(D): This choice is 
motived by the fact that the eigenfunctions of Sp are 
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functions of the type .fTi;. xI, /E C(D), and hence T, and 
S, have the same eigenvalues and eigenfunctions (except 
the factor .fTi;.). What we have said about the eigenfunc
tions of S, can be seen by the two following arguments: 
In the first place, the iterated kernels of a kernel with 
a weak singularity, beginning at a certain one, are 
bounded6 and, hence, the eigenfunctions of S, are also 
bounded; in the second place, the operator S, maps 7 the 
subspace of bounded functions of L 2(D) into that of the 
functions of the type Ih;x/, /E C(D), and, hence, the 
eigenfunctions of S, are also functions of this type. 

Since the eigenfunctions of S, are bounded, while in 
the kernel S, (x, x') there is an unbounded term such as 
KT(x,x'), see (5) and (8), it follows at once that S, is 
not degenerate, PEP. We now show that S, is positive 
definite, PEP. Since the Fourier transform of 
exp(-lxl)/41TlxI 2, xER3

, istan-ilwl/lwl, wER 3
, from 

(5) and (8), we get 

(S,/, f) 

= (21Tr3 r tan-
1
H T(w) 1 Fa(w) 12dw, JR 3 HT(w) 

where / E L2 (D) and 

HT(w) = 6 wilrl , ( 

3 ) 1/2 

'-1 
Fa(w) = In .fTiJX) exp(iwx)f(x) dx. 

(9) 

(10) 

(11) 

Since 1 Fa(w) 12 ,. 0 if fE L 2(D) is not zero almost every
where in D, the result follows. 

At this point, we may stateS that S, (and hence T,), 
PEP, has a denumerably infinite set of positive eigen
values forming a sequence ~ (P) ~ ~ (P) ~ ••• converging 
to zero (but zero is not an eigenvalue) and each eigen
value is of finite multiplicity; the first eigenvalue is 
given by 

(12) 

Finally, we give a simple proof of the fact (generally 
known) that the first eigenvalue ~i (P) is nondegenerate, 
pEP. Since the kernel S,(x, x') is > 0 in D XD, PEP, 
see (5), (6), and (8), it follows that (S,/,/) < (S, 1 /1, 1/1), 
if / E L2 (D) takes values of opposite Signs over sets of 
nonzero measure in D. Therefore, from the maximum 
property (12) of ~1 (P), we get that an eigenfunction of 
S, corresponding to ~ (P) must be > 0 or < 0 almost 
everywhere in D and hence ~l(P) is necessarily simple. 
LikeWise, an eigenfunction of T, corresponding to 
~l(P) must be> 0 or <0 in D. 

B. Afterwards we must frequently consider the case 
in which only one parameter, say Tit X, and so on [see 
(3)], is supposed to vary in PEP: we agree that, instead 
of writing T', a', or p', we shall write merely T{, Xr 
and so on. We now prove 

Theorem 1: T, and S, depend continuously on PEP, 
that is, if P'-P, then liT" - T, 11- 0 and IIS,,- S, 11- o. 

Proof: LetfE C(D), IIfll =1; beginning from the pa
rameters T, (i = 1,2,3) and recalling (7), we write 

[(T Tj - T,)f](x) 
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(13) 

Since from the definition (5) of KT(x,x') it follows that 
T{ KT(x, x') > TI KTj (x, x'), if T{ > Tit and that 

inKT(X,x')dxl.:;; ksKT(x,x')dx'=l (14) 

for any xED and any T, we get the inequalities 

in 1KTi(x, x') -KT(x,x') 1 dx' 

.:;; (1 - T,/ Tn In KT~ (x, x') dx' 

+ in [KT(x, x') - (T/T{)KTj(x,x')]dx' 

.:;; 2 (1 - T,/ T {) = 21 7 { - TI 1/7 { , (15) 

which is true for any XED and also for T{ ~ TI' Since 
I ha(x) 1 .:;; c for any XED [see (6)], from the well-known 
definition of the norm of an operator and from (13) and 
(15), it follows at once that 

IITT'-T,II':;;2cIT{-TII/7j, i=1,2,3. (16) , 
Let us now deal with the parameters XI> i = 1,2,3; by 
recalling (6) and (7), we write 

By putting 

A =2 (t 2) 1/2 
..... 1-1 T, , 

if 2 <s <3, from the definition (5) of KT(x,x') we get 
the following inequality: 

(18) 

11K (x x') Is/2dx'.:;; (r r 7 )(s/2>-1 (4lT,-S/21 dx' 
D T , 1 2 3 1,,'I"'tt. T 1 Xl IS 

(19) 

for any xED. By applying now the Holder's inequality 
to (17) and by taking into account (2), (6), and (19), 
we have 

I [(Txj - T,)/](x) I 
.:;; (In I hx; (x') - ha(x') I r dx,)l /r (in IKT(x, x') I s/2 dx,)2 /s 

.:;;c(8Ixr - xll)1/r(Tt T27s/41T)[(S/2>-tJ2/s 

which is true for any XED and any / E C(D), II /11 = 1, 
and where l/r + 2/ s = 1. From (20) we deduce that 

(20) 

II Tx; - T, II .:;; c(21 Xr - XII 71 72 Ts/1T)1!r [(A T)3-S/(3 - s) F / s, 

i=1,2,3. (21) 

Finally, it is easily seen that 

(22) 

In view of the inequalities (16), (21), and (22) it follows 
that T, depends continuously on PEP. We deal now with 
S,. LetfEL2(D), 11111 =1; since Iha(x) 1 .:;;c for any XED, 
see (6), from the definition (8) we get 
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I [(ST; - Sp)f](x)j2 

~ c2( in IKT' (x, x') - K T) (x, x') II f(x') I dX')2 
I 

~ c2 in IKTj (X, X') - KT(x, X') I dx' 

X fD IKT~(X, X') - KT(x, X') II f(x') 12 dx', (23) 

where we have used the Schwartz inequality. By recall
ing the inequality (15), if we integrate (23) over D and 
take into account (14), we have 

II (ST~ - Sp)f 112 

~ 2c2( I T/- Till Tn indx' I f(x') 12 

X k[KT~(X, X') +K .. (x, x')]dx 

~ 4c2
1 T{ - Till T{, (24) 

which is true for any f E L2 (D), II f II = 1. From the in
equality (24), we get 

IIs",-splI~2c(IT{-Tllhn1/2, i=1,2,3. (25) 
I 

By means of analogous calculations, we can deduce 
that 

IISxi - Sp II 

~ c (81 X; - XII )t/2r( Tt T2Ts/1T)lIr [(6 .. )3-81(3 - S)]2/8 , 

i=1,2,3, (26) 

II So' - Sp II ~ I c' - c I , II S~. - Sp II ~ I I' , - I' I. 

In view of the inequalities (25) and (26), it follows that 
Sp depends continuously on PEP. 

C. We now introduce the parameter 

q = (a, (3, 1', c) E Q, a = (at> a2, ( 3), {3 = ({3t> ~, (33), 

Q = (0, +00)3 X [0, + 00)3 X (0,1) x [1, + 00) c R8. (27) 

q, as p, characterizes both the geometrical and the ma
terial properties of the system. By taking into account 
(1), (2), (3), and (27), it follows at once that PEP de
pends continuously on q E Q: Therefore, Theorem 1 im
plies that also the operator valued functions T. and S. 
depend continuously on q E Q. Moreover, as is well 
known, since, for any q E Q, S. is a positive definite, 
symmetric, and completely continuous linear operator 
of the Hilbert space L 2(D) into itself, we have the 
inequality 9 

1A,.(q')-A,.(q)I~lIsq'-s.lI, n~l, q,q'EQ, (28) 

and, hence, the eigenvalues of S. (or T.) are also con
tinuous functions of q E Q. We now prove 

Theorem 2: The first eigenvalue At(q) is a strictly 
increasing function of each variable a h /31, 1', and c, 
i=1,2,3. 

Proof: For any q E Q let <P. E L 2(D) be an eigenfunction 
of S. corresponding to At(q) and normalized to unity; we 
know that necessarily <Po> 0 or <P. < 0 almost everywhere 
in D. We begin by considering the variables ~I 
(i '" 1,2,3); from the definition (8) of Sp(x, x') and recall
ing also (1), (2), (3), and (27), we write 
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«S aj - S.) <P., <P.) 

= in!nkxj(x,X')[K .. ;(x, x') -K .. (x,x')] <P.(x) <p.(x')dxdx' 

+ fJD [kXj (x, x') - ka(x, x')] K .. (x, x') <p.{x) <P.(x') dx dx'. 

(29) 

If a; > ai' from (1) and (2) we deduce that X; > XI and 
hence, from (2), (6), and (8), it follows that kxj(x,x') 
~ka(x,x'), (X,X')EDXD, so that the second term in 
(29) is surely> O. Coming to the first term in (29), by 
applying the same procedure used to prove that Sp is 
positive definite, see (9), (10), and (11), we get 

1 r kx• (x, x')[Kr' (x, x') - K .. (x, x')] <P.(x) <p.(x') dx dx' DiD I I 

=(21Tt3j dw (tan-
I

H.,,1(W) _ tan-IHT(W)) 
R3 H .. j(w) H .. (w) 

Xl f ..rrt;:JX) exp(iwx) <P.(x) dx 12. 
I 

(30) 
D 

Since from a~ > a l it follows that T{ > TI, see (1), and 
hence that HTdw) <HT(w), WE R3, see the definition (10) 
of H.(w), by faking into account that tan-II w I I I W I is a 
strictly decreasing function of I wi, (30) assures us that 
also the first term in (29) is > O. Finally, from the 
maximum property (12) of the first eigenvalue AI (a~), we 
we deduce that 

AI(aD~(Sa,<p.,<P.»AI(q), a;>al , i=1,2,3. (31) 
I 

We consider now the variables {31 (i = 1,2,3) and, in 
particular, the case i", 1: The same procedure is valid 
for i = 2, 3. Let {3~ > (31 and hence T{ > Tt> see (1), and 
let Df'" [- Tlh{, Tlhn X[-l, 1] X[-l, 1] cD. By putting 

_{(T{ITI )
1I2 <P.(T{x/TI , X2,X3), x EDf, 

f(x) - 0, X E D\D~, (32) 

we get that fE L 2 (D), Ilfll '" 1, because <P. E L 2 (D) and 
II <Piz II = 1; moreover, it is easily seen that 

(33) 

Now, let us note thatf'" 0 in the subset D\Df which is of 
measure '* 0, see (32); on the other hand, we know that 
1/J8' must be '* 0 almost everywhere in D and that At (/3D is 
si~ple. Therefore, (12) and (33) imply that necessarily 
At({3D> AI (q). Finally, by considering the variables I' 
and c, it is easily seen that 

(Sy' <Po, <Po) > (S.<P., <Po) '" At (q), 1" >1', 

(So' <P., <P.) > (S.<P., <Po) = At (q), c' > c, 

(34) 

and hence, from the maximum property (12), we deduce 
that AI (1") > AI (q) and that AI (c') > At (q). 

3. PROPERTIES OF THE SOLUTION OF EO. (4) 

A. Let us now consider the original Eq. (4). The 
main results are summarized in 

Theorem 3: Let 1J.=(O,/3,y)EM=(O, +oo)3 X[0,+oo)3 
x (0,1); then: 

Luigi Mangiarotti 1842 



                                                                                                                                    

(i) For any p. EM there is one and only one critical 
value c(p.) > 1 in the core and one and only one neutron 
flux N ... E C(D) in the system such that N ... (x) > 0 for any 
XED,IIN ... II=1. 

(ii) The function c(p.) is continuous in M and strictly 
decreasing in each variable aj, {3" and y (i = 1,2,3); 
when {3, = 0 for any i, c is independent of y. 

(iii) If p.'-p., then IIN ... ,-N ... II-0 and hence, the 
neutron flux N ... (x) is a continuous function in MXD. 

Proof: Let us consider the equation 

Al(q) cf>q(x) =.k ha(x')KT(x,x') cf>q(x')dx', (35) 

where, for any q E Q, cf>q E C(D), II cf>qll = 1; by choosing 
cf>q(x»O for any XED, then cf>q is uniquely determined. 
Since I ha(x) I ,,; 1 for any xED, if c = 1, see (6), by tak
ing into account (5), from Eq. (35) we get 

Al(P., 1)";~: (i KT(X,X')dX') 

(36) 

for any p. EM and where ~T is given by (lS). On the 
other hand, by means of the function f E L2 (D) such that 

X _ { (1/SXtX2X3)1 /2, X E C, 
f()- 0 XED\C (37) , , 

it is easily seen that limc~+ .. (Sqf,f)=+oo, for any p. EM; 
therefore, since IIfll = 1 [see (37)], (12) implies that 
also 

limXt (p., c) = + 00, 
C"+OO 

for any p. EM. Now, let us consider the equation 

At(p.,c)=l, (p.,c)EQ=MX[l,+oo). 

(3S) 

(39) 

By recalling that At (q) is a continuous function of q and 
strictly increasing in each variable a" {3" r" and c 
(i = 1,2,3), the points (i) and (ii) follow at once from the 
implicit function theorem and from (36) and (3S), by 
putting 

(40) 

Evidently, if {3 = 0, the results are that of a critical bare 
rectangular system. We now prove the point (iii). For 
this, it is sufficient to show that 

(41) 

indeed, the result then follows from (40), by putting 
q=(p.,c(p.», q'=(p.',c(p.'», c(p.) being a continuous 
function of p.. In order to prove (41), let (qn) be a se
quence in Q converging to q. Since Tq is completely 
continuous, the sequence (Tqcf>qn) then contains a con
vergent subsequence (Tqcf>q ), that is, 

n 

Tqcf>in - At (q) ¢q, ¢q E C(D). (42) 

By recalling that At(q) and Tq are continuous functions of 
q, from the inequality 

At(q) II cf>in - ¢q II 

,,; II [At (q)/At (fin)] Tin - Tq II + II Tqcf>i" - At (q) ~q I\, (43) 
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and, from (42), we get that cf>i - ¢q. But At(q) is simple 
and, hence, (42) implies that ~so 

(44) 

Since the sequence (qn) is arbitrary, (44) assures us 
that 

Tqcf>q' - At(q) cf>q, if q' -q. (45) 

Finally, from (45), (41) follows at once. 

B. To finish, we now give three properties of c(p.) 
which have an obvious physical meaning. They are: 

(i) lim c(p.) = 1, 
dO" +00 

(ii) limc(p.) = + 00, 
l!.,,~O 

(iii) lim c(p.»l, 
lit, i12' 83~~" 

where ~" is defined as ~n see (lS), (i) and (ii) being 
true for any {3 and y, (iii) for any a and y. In order to 
prove (i), let {3=0; then, by recalling (1), (2), and (6), 
from Theorem 3 and Eq. (35), it follows that 

1 < c(p.),,; c(a, 0, y) = l/At (a, 0, y,l), (46) 

for any p. E M. Therefore, it is sufficient to show that 

lim At(a, 0, y, 1) = 1, for any y. 
1l.a:"+QO 

For this, from the inequality (36) and the maximum 
property (12), we get 

(47) 

(Sqf,!)"; At (q) < 1, q = (a, 0, y, 1), (4S) 

where f(x)=v'l/S, XED, 11111 =1. Now, by writing ex
plicitly (Sqf,f), it is easily seen that liml!.",~+ .. (Sqf'!) 
= 1, for any y; hence, (4S) assures us that (47) is true. 
In order to prove (ii) and (iii), by taking into account 
Eq. (4) and definitions (6) and (40), it follows that the 
neutron flux N ... (x) must satisfy the equation 

N ... (x) = [c(p.) - y] fc KT(x, x') N ... (x') dx' 

(49) 

P. E M. By appling to Eq. (49) the same procedure as 
used to prove the inequality (36), we get the following 
inequality: 

1,,; c(p.)[l- exp(- ~"')] +y[exp(- ~"') - exp(- ~T)]. (50) 

From this, (ii) and (iii) are easily proved. 
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Hamiltonian formulation of the classical two-charge 
problem in straight-line approximation 
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The Newtonian equations of motion expressing the interaction of electric charges correct up to terms of 
order e 2, the product of the charges, is cast into Hamiltonian form. Lorentz transformations are canonically 
represented to order e 2, but as anticipated by the zero-interaction theorem, there is no canonical 
transformation from the canonical variables to the charges' physical positions. 

I. INTRODUCTION 

The equations 

. _ 2{ 2/2) r-c-2v1X{rXv2) 
m1u1- e 1-v2 c ?[1_c-2{rXv2)Zj372, (la) 

. _ 2{ 2/ 2) r- c-~({rXv1) 
m2u2 --e 1-V1 c ?[l-c- {rXv1)2]372' (lb) 

where the m' s are rest masses, r the separation of the 
particles, and U;, the time derivative of (1- vUC2)-I./2V;, 

are the equations of motion for a pair of interacting 
electric charges correctly written to terms of order 
e2

, the product of the charges. The approximation is 
sometimes called the" straight line" approximation be
cause the force on each charge would be the exact re
sult if the other charge were constrained to move uni
formly.1-3 

Since many-body forces must always be of second 
order in the coupling constant, the forces in (I) also 
correctly describe, to first order in e2

, the interaction 
of a particular pair of charges within a system of N 
charges. 4 Thus, for example, (I) can be used to provide 
relativistic corrections to the mutual Coulomb and 
Darwin forces [the first two terms in the expansion in 
c-2 of the forces in (1)5] of the interelectron interactions 
in the classical atom. To pass from such a Newtonian 
description to a quantum mechanical correction of atom
ic energy levels-to introduce the improved Coulomb 
forces in (I) into any quantum mechanical calculation
is another matter altogether. Whatever snares await in 
the maze leading to quantization, however, the unavoid
able first step must be the rendition of the classical 
dynamics (I), conSistently to order e2

, in acceptable 
Hamiltonian form; that is, a form in which the trans
formations of the inhomogeneous Lorentz group are 
canonical to order e2

•
6 That first step will be taken in 

this paper. 

The Hamiltonian formulation of (I) cannot be obtained 
by any textbook recipe, nor is there any property of the 
forces that suggests a successful anzatz. Indeed, as 
will be seen, and as foreseen by the zero-interaction 
theorem, 7 the forces in (I) are sufficiently relativistic 
that the existence of an acceptable Hamiltonian of the 
form H(r I, Pi) is out of the question. Still, with the prop
er definition of the canonical position variables, an 
Hamiltonian formulation always exists for an even-order 
system such as (1),8 and a method exists for the deter
mination of that formulation. 
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In what follows, after some necessary background, 
the method is explained and applied to Eqs. (I). For
tunately, the only substantial problem which appears, 
the determination of a Lagrangian which produces (1) 
in the form of twelve first-order differential equations, 
is disposed of gratuitously by certain prior results from 
generalized mechanics. In effect, the solution consists 
in the recognition and rearrangement of quantities al
ready available. A transformation of the pOSition vari
ables in this Lagrangian then produces the required 
Hamiltonian formulation of (1). The result is tested, 
then extended to N particles. Canonical transformations, 
and expansion of the Hamiltonian and canonical vari
ables in inverse powers of c2 are the subject of the con
cluding discussion. 

II. BACKGROUND 

The equations of motion (1) may be either induced 
directly from Coulomb's law or deduced from the full 
apparatus of classical electrodynamics. 9 The second 
approach begins with a separate Lagrangian for the 
motion of each charge in the field of the other. The mo
tion of the first charge, for example, is implied by 

L ( ) - (1 2)1/2 2 ~ (- D2)P (1 )_.b_1 1 rll V1 - - m1 - v1 - e LJ--
1
- - V1 . V2 r , 

p=o P 
(2) 

where the potential is just the Lienard-Wiechert poten
tial originating at the second charge and expanded about 
the present time t, and D2 denotes a time differentiation 
which acts on the variables of the second charge only. 
The speed of light has been set equal to unity. Exchange 
of indices produces the companion L 2 • When the exact 
force is derived from L1 its terms fall naturally into 
two classes according to whether or not they contain 
accelerations and higher derivatives of the second 
charge's variables. Terms which do are not less than 
e4 order; those which do not are of order e2 and their 
sum is the force in (la).10 Since the force of radiation 
damping, not contained in (2), belongs in any case with 
the higher order terms, the Newtonian-type forces in (1) 
constitute a consistent relativistic correction to the 
Coulomb interaction of the two charges. 

Only derivatives of V2 are set to zero in obtaining the 
approximation to the exact equation of motion of the 
first charge. The apprOXimation may therefore be made 
directly in the Lagrangian; that is, 

Copyright © 1975 American Institute of Physics 1844 



                                                                                                                                    

[ straight line limit (D-:-_~)- (D~-~) 
\; uVl arl aVI arl 

straight line limit] Ll = 0, (3) 

where the limit operation consists in replacing Da in 
the operand of the limit with va . a/ora. Now let a new 
Lagrangian L: be prepared equal to L1 but with odd p 
terms deleted. Since these odd p terms vanish when Da 
becomes va' a/ora, the difference between these other
wise distinct Lagrangians, and between their implicit 
equations of motion, vanishes in the straight line limit. 
The new Lagrangian, however, can be symmetrized, 
for ~ == D~(D - Dl)1> == (- DIDa)1> plus a disposable total 
time derivative D. Consequently, the private Lagran
gians L{ and the corresponding one for the other par
ticle L~ may be replaced jointly by the single 
Lagrangian 

(4) 

and the equations of motion (1) looked upon as the 
straight line approXimation to an electrodynamics with 
an authentic action-at-a-distance Lagrangian, hence 
canonical, formulation. In fact, the electrodynamics 
implied by (4) is just that of the half advanced, half re
tarded interaction whose eZ-order congruence with the 
fully retarded interaction is well known. 11 The equations 
of motion are the Euler- Lagrange equations of "gen
eralized mechanics, " or Ostrogradski equations, 

.. I aL 
.0(-D) ~a(D )==0, i=1,2, 
1:0 rl 

(5) 

and the system (1) emerges just as originally, by set
ting to zero accelerations and higher derivatives which 
occur in the forces of (5). 

The usual advantage associated with the Lagrangian 
formulation of mechanics, the effortless construction 
of constants of the motion, is also present when the 
Lagrangian depends on higher time derivatives. For 
instance, if time and space translational, and space 
rotational, invariance are canonically represented with 
respect to a Lagrangian depending on derivatives through 
D"rl and D"rz, then the corresponding energy, total lin
ear and angular momentum are respectivelyla 

z n-l 

E ==.0 L; pf') • (DIVi) - L(rl, rz, Vb vz, ... , D"rl, D"ra), 
1:1 1=0 

P == PlIO) + piO), 

a "-1 
L==.0.0 (DI rl) X Pjl), 

1=11 =0 

where the n "Ostrogradski momenta" are defined as 

p~l) = ~ (_ D)S-I aLert, ••• , D"r J) 
8=1 a (DSvI) , 

(6a) 

(6b) 

(6c) 

1=0, 1, ... , n - 1, i = 1, 2 (7) 

If n is extended to infinity and the joint Lagrangian (4) 
together with its partial derivatives 

1845 J. Math. Phys., Vol. 16, No.9, September 1975 

aL m v .. ( D )1>+1 U,-8 (p + 1) 
a (DSVl) == (1- ~f)I1/Z 1580 - e

a F.s - (;P + 2)! (2p + 1) s + 1 

X (1- VI . vzh2l>-l r 

+ ea i5 (- Da)P~-S (P) v ~-1 
P=8 (2pH sa, (8) 

where l'iso is the Kronecker 15 and (g) a binomial coeffi
cient, for i = 1, for example, are SUbstituted in these 
expressions, then the quantities in (6) are integrals of 
the dynamics inhering in (4). Moreover, the components 
of these quantities not depending on accelerations or 
higher derivatives are integrals of the system (1) con
sistent to order eZ. 13 

The joint Lagrangian (4) is thus useful for studying 
the equations of motion (1), though it is a Lagrangian 
not for those equations but for a much more complex 
system. The Hamiltonian formulation aimed at in this 
work, on the other hand, is a function of four indepen
dent vectors only and properly contains the equations 
of motion (1) to terms of order eZ. As it turns out, the 
problem of determining such a Hamiltonian is effectively 
solved with the introduction of the joint Lagrangian (4). 
The solution is not a simple matter of dropping accelera
tions and higher derivatives in (4) and then forming a 
"Hamiltonian" by Legendre transformation of the re
mainder, for (4) does not admit the latitude expressed 
by the relation (3): The straight line limit of L is not 
a Lagrangian L(r, vl1 vz) for the straight line limit of 
the equations of motion (5) implied by L. Nevertheless, 
a kind of true Lagrangian for the system (1) alone is 
embedded in (4), and the first step which must be taken 
before that system of equations can be Hamiltonized is 
to extract it. 

III. THE LAGRANGIAN 

Kerner has elaborated a method for casting a system 
of differential equations such as (1) into Hamiltonian 
form. 14 The first step is to find a Lagrangian linear in 
the independent "velocities" rl and Vi which will imply 
the differential equations in the first-order form 

lZ 
.0AlJ(q,)q, =BI(ql), i== 1·· ·12 
j=l ' 

where the twelve "coordinates" ql are the components 
of rl and ra, VI and va. In this regime rl =VI is not an 
identity, so r l and Vi must not be confused. The general 
form of any Lagrangian for a first-order system of 
twelve equations must be 

2 

L'(rh VI, rh VI) =~ (al • ri + f3 i 'Vi) - h 
• =1 

(9) 

where ail f31 and h depend only on the r's and v's. It is 
easy to show that h has to be constant and must be the 
total energy; the total linear momentum of the system 
is al + aa, and the total angular momentum is rl x al 
+ rzxaa +Vl Xtl1 +vax f32• 

Now these blanket requirements bear an obvious re
semblance to the generalized mechanics results quoted 
in (6). Moreover, the Lagrangian from (6a) 
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a n-1 

L(ri' vi> ..• , Dnri ) =L) L) P/,)· (D'vj) - E 
j =1 '=0 

where Vi' conventionally, is ri' and the P's and E de
pend on all the various derivatives of ri, may equally 
well be taken as 

a 
L'(ri, Vi' a;, ... , r i, Vi' ai, .. .) = L)(p?). ri + Pf1)· Vi 

i=l 

+p}a).ai + ... )-E 

where ri, Vi, ai' ... , Dan-1rj are reckoned independent 
"coordinates, " and the quantities with dots their" velo
cities." Half these velocities appear linearly while the 
p's and E depend only on the coordinates. The sets of 
equations 

n aL 
2J(-D)'~(D ) =0, i=1,2, 
'=0 u rj 

and 

aL' L' 
Daqp)-aqp)=O, q?)=ri, 

i= 1,2, 

are then alternate descriptions of the same dynamics. 
The equivalence of these descriptions is proved for a 
certain broad class of Lagrangians L(r/> .•. , Dnri) in 
Appendix A. 

Without getting into the question of the soundness of 
such a dual view in the case in which n extendS to in
finity, it is certainly true, formally at least, that a 
structure matching (9), required by the Lagrangian for 
the first-order rewrite of the straight line approxima
tion to the second-order equations of motion implied by 
(4), stands out quite clearly in the alternative, linear
ized, expreSSion of (4). It is L' with all coordinates and 
velocities beyond r j , Vi and rio Vi set to zero: 

L'(ri, Vi' 0, .•. , r i, Vi' 0, ..• ) 
2 

=L)[PfO)(rj> vi> 0, .• .>. ri 
j=l (10) 

+ PP )(rj' Vj, 0, .• .) . viJ - E(rj, vi> 0, ... ) 

where j(rj' Vj, 0, •.. ) is of course the straight line limit 
of the quantity f(rj, Vj, aj' ... ). In the following the 
straight line limit will be understood whenf(rj' Vj, aj, ... ) 
is written asf(rj, Vj). The energy in (10) is given by 

2 

E{rj, Vj) =6p:O)(rj, Vj) ·Vi - L{rj, Vj) (11) 
i=l 

and the p}o) and p11) are determined from (7) with n 
extended to infinity. When L is substituted from (4), and 
its partial derivatives from (8), the Lagrangian in (10) 
is explicitly written. It will be confirmed later through 
the Hamiltonian that this proposal does work, that the 
L'{ri> Vi) which results gives back twelve first-order 
differential equations which reexpress the equations of 
motion (1). What remains in this .section is to obtain 
the straight line limit of the first two Ostrogradski 
momenta and the energy. Since the calculation concerns 
the forrn of these quantities, and not their dynamical 
content, it is not yet necessary to implement the dis
tinction between ri and Vi' Vi and ai' and so on which 
was mentioned above. 
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The Ostrogradski momentum p:o) with i = 1 chosen 
for illustration will be studied first. When (8), the de
rivative of (4) with respect to DSVi' is substituted in 
(7) and n is set to infinity, the exact p1°) appears as a 
complicated, double infinite series. Some manipulation 
reduces it to 

(12) 

The inverse D's, which stand for time integrations, are 
the cost of eliminating Z;'s in the last two interaction 
pieces. 15 Since it is the straight line limit pin) (r, VI> va) 
of (12) which is required, velocities may be treated as 
constants and placed to the left or right of D operators 
as convenient. The third interaction piece of (12) may 
therefore be written 

2{ ) f a (~' (- D1D2)P2.p 1) 
-e 1- V1· V2 ar f:o (2p)! y-- dt. (13) 

The result derived in Appendix B that 

D-- -V1·- V2·- y--
.~, 1 ( a ) P ( a) P 2.p 1 

p=0(2p)! ar1 ar2 

1 
(14) 

where ILj = rXvj, shows that (13) may then be replaced 
with 

-e
2
{1- V1' va)!-1-([1 .!.~ X )2J1/2 )dt. ur - ILl • 1L2 - 4 ILl 1L2 r 

(15) 

It can also be seen from comparing the third interaction 
term in (12) with the interaction term L(lnt) of the 
Lagrangian (4) that the former is 

(16) 

while, from (14), the straight line limit of L (tnt) is 

(tnt)( ) 2 (l- V1· V2) () 
L r,V1,v2 =-e [1-1L1'1L2-HIL1 X IL2)Z]l/Zr. 17 

If Dj is approximated by Vi· alar;, then DJ{r) becomes 
- DJ(r) upon changing V1 into V2' Consequently, from 
(14), 

(18) 

with the inclusion of the factor e2y2' becomes the 
straight line approximation to the first interaction term 
in (12). Finally, comparison of the second and third 
interaction terms in (12) shows that the straight line 
approximation to the former is 

(19) 

Frederick James Kennedy 1846 



                                                                                                                                    

There are any number of ways of performing the in
tegrations in (15) and (19) each of which may lead to a 
different conclusion. This is an inessential ambiguity, 
however, because, just as the integrations have been 
introduced (to buy a little simplicity in writting piO», 
so they can be eliminated. A time derivative D can be 
factored out of the last two interaction pieces of (12) 
and "cancelled" with the denominator D to recover the 
original double series representation of piO), the touch
stone for the admissibility of any proposed alternative 
representation. The test is as follows. The integrations 
in (15) and (19) are carried out; the two results are 
added, the missing llcz,s are restored (by dimensional 
analysis), and the whole is expanded in powers of llca. 
Each coefficient in this expansion must then be identical 
with the straight line component of the term of corre
sponding order (labelled by p), in the sum of the last 
two interaction pieces of (12). It may be mentioned here 
that the straight line approximation to the companion 
pP), which will be found below, is also checked in this 
way; its unambiguous series representation is derived 
just as for pfO) except, of course, l must be 1 in (7). 
In this way the authenticity of the final pia) (r, Vb vz) 
and prj (r, vi> va), which will appear shortly, has been 
established and the validity of the following rules and 
results confirmed. 

The same rule applies to both (15) and (19). Replace 
r in the square brackets with r + vt, where v = Vl - V2' 
Then, in this sequence: integrate, take the gradient, 
and set t equal to zero. If A stands for the square of 
the bracketed denominator in either (15) or (19), then, 
after the first step, the integrals of both expressions 
have the form 

f :r (A +Bt1 FtZ)lIZ)dt. (20) 

Though this may not be obvious in the case of (15) where 
it might seem that a biquadratic in t should appear, it 
is true, nonetheless, owing to the fact that r2(1J.1 x lJ.a)Z 
is invariant under r - r + vt. When the remaining se
quential steps are applied to (20), there emerges the 
formula 

(21a) 

or, equivalently, 

f 0 ( 1) 0 [1 (2(AF)1/2 + B)] 
or j1ITI dt= or prnIn\(4AF _ 082)112 • (21b) 

When v is dotted through the latter expression, one 
has 

1 0 [1 ( 2(AF)1/a + B)] 
jll7!=v' or min (4AF_082)1IZ ; (22) 

and from either of the last two expressions 

f 1 1 (2(AF)1/Z +B) 
jll7! dt =m In (4AF _ BZ)lI! (23) 

which will give the correct straight line approximation 
to the integral of the square brackets of either (15) or 
(19). 

The above formulas are perfected by substitution of 
the particular A, B, F generated by the transformation 
r - r + vt of A in either (15) or (19). These are 

A =As= [1- 1J.1 ·lJ.z - HlJ.l x 1J.2)Z]r Z, 

B=Bs= 2r[r ·v- ~(1J.1 + IJ.z)· (Vl XVa)], 

F= VZ - (Vl XV2)Z 

in the case of (15); and 

A=A2= (1-1J.~)r2 

B=B2= 2r[r.v - 1J.2· (Vl XV2)], 

F=vz_ (V1XV2)Z 

(24a) 

(24b) 

(24c) 

(25a) 

(25b) 

(25c) 

in the case of (19). The discriminant formed from (24) 
is 

4AsF - ~= 4r2[1- Vl . va - HVl XV2)a][J.La - (1J.1 x 1J.2)a], 

and from (25) is 

4AaF - B~ = 4r2(1- vmJ.L2 - (J.Ll x J.La)2], 

where IJ. = rXv= 1J.1-1J.2' 

(26a) 

(26b) 

The straight line approximation to pia) may now be 
obtained by adding to mlul the following pieces: (18) 
multiplied by e2y2; either version of (21) multiplied by 
eZ(l_ Vl . V2), with A, B, F given by (25); and either ver
sion of (21) multiplied by - e2(1_ Vl . va) with A, B, F 
given by (24). The net result is 

(27) 

or, substituting from (24), (25), and (26), 

(28) 

Both (28) and P~O) (r, va, Vl) may be summarized with the single expression 
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i=1,2. (29) 

Thus 

- 2y 1 + Z( 0 [1 (2(AZF)1/Z+B)] 
Ul - e Z AF2 e 1- Vl . vz) or Ff72ln (4A

z
F _ B~)d 

with Uz gotten by exchange of indices; and 

n- z (1- Vl .vz) In(2(A,.F)1/Z +Bs) 
--e F172 (4A,.F_B~)1!2. 

It is apparent from (17), (22), and (24) that 

(Int)( ) on 
L r,vhvZ =v.ar" 

(30) 

(31) 

(32) 

The U's, defined by (30), have a property which must 
be recorded. Take the straight line time derivative of 
(30): 

The formula (22) shows this to be 

oUl Z[ I( ] 0 1 v·-=e vzv+ l-V1·VZ) .-AT'n 
or orAz 

= - eZ A;/2 (1- vml(l- V1 . vz) +VZV1] . r 
Z 

which is the negative of the force Fl on the right-hand 
side of (la). Therefore, to terms of order eZ 

(33) 

i= 1,2 

which is to say that the first two terms of P~O) (r i' Vi) 
form a constant of the motion in straight line approxi
mation. These are peculiar constants, however, be
cause, in the case i = 1 for example, the constancy of 
mlul + Ul is independent of Fz; but more will be said 
about this later. 

The comparable treatment of pP) is simplified by 
beginning with an identity which follows directly from 
(7), 

(34) 

Finally the energy, given by (11), is 

E(r, Vl, vz) = t (mlu; + U; + ~n) .Vi - [- ml(l- V~)l/Z 
1=1 uri 
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When the exact pI°) is replaced by (29), and the 
Lagrangian (4) by its straight line limit, 

- ml (1 - vnl/Z - mz(1- V~)l/Z + L (Int )(r, Vh vz), 

then the identity (34) becomes 

( 
0 0 ) (1)( ) 0 (1)( Vl· orl +VZ· orz Pi rj,Vi =v· or Pi r j , Vj) 

on 0 (Int)( ) =- UI--o-+-:;--L r, Vl, Vz . 
ri uVi 

(35) 

It is evident from (35) that there is no part of PI(l )(ri , Vi) 

without a factor eZ" 

Now, from (32), 

o (iDt)( ) on _ 0 (on) -:;--L r, Vh Vz --,,--v·-;- -" - . 
uVi uri ur uVi 

(36) 

Next, multiplication of (22) by eZ(l - Vl . vz), with A, B, 
F as in (25), gives 

partial differentation of which with respect to Vl gives 

_ Z Vz _(~+ .~_o_)[ Z(1-V1·VZ) 
e AF2 - or v or OV1 e pt 72 

( 
2(A F)l /z + B )] 

x In (4A:F _ B~)1!i • 

If VI is defined such that 

V - _0_ [ z (1 - Vl . Vz) In( 2(AzF)1/Z + Bi\] 
1-OV1 e Fi/2 (4AzF"';'B~)17:J' 

for i = 1, for example, then from (30) and (37) 

oVI UI=-v·-. 
or 

When (36) and (39) are used in (35) the result is 

(37) 

(38) 

(39) 

(40) 

The comparison test pI1) (ri' Vi) mentioned above con
firms that the solution of (40) is 

(41) 

which for i = 1 comes out to be 

(42) 

(43) 
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which, because of (32), is also 

t (1 m~)1/2 +VI . UI) . 
1=1 - Vl 

The square of pfO)(ri> vJ)' from (29), is 

m~u~ + 2mlul' (UI + ~~) + O(e4
), 

whence, to order eZ, 

i= 1, 2, 

(0) Z a m~ mj (, an) 
[PI (rJ' vJ)] +ml = 1- v, + 2(1_ vf)172 VI . ,UI + ari . 

(44) 

To within terms of order eZ the right-hand side of this 
expression is the square of 

(l_~hl/2 +VI' (UI + ~~), 
so, from (43), the energy may also be written 

a 
E(r, Vl, vz) =:0 {[pfO)(rj, Vj)]Z + mW la - L (lnt)(r, Vi> va). 

1=1 
(45) 

To summarize thus far: Equations (29) and (41) with 
the U's, V's, and n defined through (24), (25), (30), 
(31), and (38) are the first two Ostrogradski momenta, 
p?) and pjl), corresponding to the joint Lagrangian (4), 
with accelerations and aU higher derivatives set to 
zero. The energy E in the same limit, corresponding 
to (4), is given by either (44) or (45). 

It may now be proven that when these straight line 
limits of the p~O), pf) and E are substituted in (10), the 
resulting L' contains a system of twelve first-order 
equations equivalent to the second-order system of six 
equations (1). Instead of carrying out the proof here, 
however, the Hamiltonian formulation of (1) will be ob
tained first. The advantage in waiting is that a proof 
via the Hamiltonian will not only confirm that the equa
tions (1) are implied as a first-order system, but that 
they are implied through Hamilton's equations. 

IV. THE CANONICAL VARIABLES AND HAMILTONIAN 

The usual scheme for fashioning a Hamiltonian from 
a Lagrangian implying a system of second-order equa
tions involves replacing each velocity with a new in
dependent variable. The dynamics may thus be ex
pressed by twice as many first-order Hamilton equations 
as second-order Euler- Lagrange equations. Since these 
characteristics of a Ham iltonian formulation are al
ready present when a system like (1) has been packaged 
in the form of the Lagrangian (9), the usual Legendre 
transformation, which aims at halving the order and 
doubling the size of the system, is inapplicable. In
stead, the Hamiltonian formulation of the dynamics im
plied by (9) is obtained by a point transformation of the 
independent coordinates rl, VI: 

rl=rl(p"IT,), i=1,2, 

VI=VI(p" 'IT,). 

The transformed Lagrangian (9) 
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where the dots join vectors with the same index symbol, 
and the a's, Ws, and h are now written in terms of the 
new coordinates PI and 'lT1' is certainly a Lagrangian 
for the transformed first-order equations of motion 
since the Euler- Lagrange equation is true in any co
ordinate system. H it can be arranged, however, that 

~ [arl aVI] L.J al·-+tll ·- ='lTj, 
1=1 apj apj (46) 

t [al' arl +tl j • aVI]=O; 
1=1 a'ITj a'ITj 

then the Euler- Lagrange equations are, in fact, 
Hamilton's equations with the energy h(rl(PJ'lTj ), vl(PjJ 1TJ» 
being the Hamiltonian. The determination of a trans
formation satisfying (46) is the second and last step in 
Kerner's Hamiltonization method. 

Of course the system (46) is a restatement in twelve 
dimensions of Pfaff's problem: to find a transformation 
XI =XI(YJ) between sets of 2N coordinates such that for 
functions II of the x' s 

aN N 

"6/1 (xJ) dXI = ~YN+I dYI' 
1=1 1=1 

The reduction is always possible and a method exists 
for finding transformations which will effect it. 16 The 
formalism is not necessary in the present instance, 
however, since the reduction can be carried out con
Sistently to order e2 almost by inspection. The solution 
is as follows. 

The Lagrangian for the first-order version of (1) is 
a 

L' = ~ [pJO)(rH VJ) . rl + Pjl)(r" v,) . VI] - E(r, vi> va). 
1=1 

Between Vi and pfl) insert the unit dyad in the form 

1=[(1 Va)1/2(1 VV)].[I(l-V~)+Vlvl]. 
- I - I I (1- vW72 

NOW, the time derivative of Ul is just 

VI [1(1- v~) +VIVI] . 
D(1_vW/Z (l-vnm 'VI, 

so 

pfl )(ri> v,) . VI = pjl )(rJ' VJ) . [(1- V~)1/2(1 - VIVI)] . ul 
= D[(l- v~)l/apjl )(r" Vj) • (I - VIVI) . UI] 

- ul . D[(l - vf)l/a(1 - VIVI) . pfl )(r" V)]. 

When this latter expression is substituted for 
Pjl)(rj, v,). VI in the above Lagrangian, the first term, 
the exact time derivative, may be discarded. The 
Lagrangian L' may therefore be written equivalently as 

, ~,[~ an) . L =LJ mlUI +UI +- ·rl 1=1 arl 

- UI . D[(l- v~)l/a(1 - VIVI) . p~1 )(rj' v j )]] 

- E(r, vi> va) (47) 
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where the expression for PjO)(rj, Vj) has been introduced 
from (29). Since, however, the construction need only 
be consistent to terms in eZ, and since Ui , 0, and pfl) 
each have eZ for a factor, Ui in the second part of the 
summation may be replaced with 

_1_ (mju
i 

+Uj + ~O); 
m i ~ uri 

that is pfO)(r" Vj) may be factored from both parts of 
the summation in (47) to give 

Z 
L' =6 P?)(rj, Vj) . D[ri - mjl(l_ V~)l /Z 

i =1 

(48) 

which completes the reduction. The canonical variables 
are immediately identifiable. 

Canonical momenta: 

where 

[(Q x P1) x (Qx Pa)]a 
M a = r("l x "a)a ,..,.. Q2(pf + mf)(P~ + m~) . 

(49a) 

(52) 

This latter quantity has been provided with a distinct 
label because, as noted earlier, it is invariant under 
r - r + vt. Within an interaction term it therefore be-
comes a constant of the motiono 

The statement made earlier about the constants of 
the motion which can be derived from a Lagrangian 
whose form is (9) applies also to (48). The total linear 
mechanical momentum is therefore the sum of the ca
nonical momenta P1 + Pa, and the total angular momen
tum is Ql x P1 +QaX Pa. It has been verified that these 
quantities are respectively the total linear and angular 
momentum for the system (1) which have been worked 
out in an earlier study. 13 

V. TWO TESTS 

First, it will be certified that the equations of motion 
(1) are properly contained in the Hamiltonian (51) just 
given. The Hamiltonian is, in abbreviated form, 

a 
H=L(p~ +m~)l /a _ L(IDt)(Q, P1, pz), 

i=l 

and its derivative with respect to Pi is 

(53) 

2H _ P j 2 L(int)(Q P p) (54) 
2Pj-(P~+mf)1/2- 2P i ' 10 a· 

From (49a) and (29) the first piece on the right, to 
terms in eZ

, is 

1 al/a(1 ) ( 20) vj+-(l-vi) -ViVj' Uj+-~-' 
mi Urj 
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Canonical position: 

Qi = rj _.l... (1- vf)1 /Z(I - ViV i) . PP )(rj, Vj), i = 1, 2. (49b) 
mj 

To obtain the Hamiltonian it is necessary to express 
the energy in terms of the Q's and P's. From (45) 

Z 
E=6 (P~ + m~)l/Z_ L(\nt)(r, Vb Vz), 

i =1 

so that it remains only to transform the interaction 
term; but since L (lnt)(r, Vb VZ) has coefficient eZ

, only 
the zero- order part of the inverse of (49), 

P j ( Z) 
Vj = (P~ + mf)l /2 + 0 e (50a) 

ri=Qj +O(eZ), (50b) 

is necessary in this last step. When (50) are used in 
L (Int)(rl, Vb Vz), which is given by (17), the energy be
comes the Hamiltonian, 

(51) 

Since 

(55) 

then, to terms of order eZ, the right-hand side of (54), 
written in the original variables r, Vb Vz, is 

1 ( a)l/Z(1 ) [ 20 Vi +- 1- Vj - VjVj . Uj +-;-
mi uri 

2 L(lnt)( )] 
--~- r, Vb va . 

uVj 

The use of (35) gives 

2H (2 2 ) ( 1 a)l/a 
2P j = Vl' 2rl +va' 2ra rj - m/1 - Vj 

x (I - VjVj) . pfl )(rJ, VJ)) 

which is 

2H = (Vl ._2_ +va ._2_)Qj. 
2Pi 2rl 2ra 

Since the additional piece (mi1F1 ' 2/2ul +mi1Fz 
.2/2uz)Qj, where the F's are the forces in (1), is of 
order e4 , the final results may be written 

2H J, ( 1 2 2 ) -=2.:. -FJ'-+v,,- Qj' 
2Pi J=l mj 2uj J 2rj 

(56) 

Next, the derivative of H with respect to Qj is taken. 
The derivative with respect to QI> however, is suffi
ciently represented by the derivative with respect to rj 
when the operand has a factor ea. So, 

2H 2 (Int)( ) 
2Q.=-ar.-L r,vl,vZ' , , 
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But, from (32) and (33) the right-hand side may be re
placed with 

-b (1-FJ '';''+VJ . .;..) (mlU i + Uj + ~O) 
J:1 mJ uUJ urJ uri 

without altering its eZ_order value. Hence, from the 
definition of the canonical momentum (49a), 

oB 2 (1 a a ) -=-~ -FJ-+VJ- Pi' 
OQi J:1 mJ OUJ or, 

(57) 

Thus, with the Q's and p's expressed now in terms 
of the r's and u's, Hamilton's equations, 

. aB· aB 
Qi = aP

j
' Pi = - OQj 

become 

~[(. 1 ) aPi (. ) OPi] u uJ--F} .-,,-+ rJ-vJ '-,,- =0. 
J=1 m, uUJ uri 

Since 

GQi ~1- aPi = OiJ + O(ea), 
or, mJ au} 

(58a) 

(58b) 

while the other coefficients are of order ea, the matrix 
of coefficients in (58) has an inverse consistent to that 
order of approximation. The original equations of mo
tion (1) are thus uniquely implied by the canonical for
mulation presented in the last section. 

Second, it must be proven that the canonical formula
tion is not tied to one Lorentz frame. For interacting 
particles it is possible to express the Lorentz trans
formation connecting primed and unprimed sets of par
ticle variables, such that each set is taken at a single 
instant of time in its own inertial frame. This expres
sion of the Lorentz transformation, which requires that 
the particles motions be used as a retardation condition, 
is easily obtained for the infinitesimal transformation. 
For in that instance, the separation Of the time coordi
nates in the new reference frame of world points simul
taneous in the old is infinitesimal, and world lines con
necting those E- separated time coordinates may be ap
prOXimated by straight lines. Thus, for the case of two 
particles, the infiniteSimal Lorentz transformation of 
their positions and velocities may be written 

r; = r1 + t:[v1 (n. r) - nt], 

r~=ra- Ent, 

v; = VI + E{v1 (n . V1) - ft (59) 

+ [mi1(1- V~)l /a(1 _ V1V1) . Fd(n. r)}, 

v~ = va + E[Va(ft. va) - ft], 

where t' = t - Eft· ra and Eft is the velocity of frame 5' 
with respect to 5. 17 All quantities on the left are reck
oned at t', all those on the right at t. Since F1 is the 
force on the first particle, the quantity in the square 
brackets of the third equation is just the acceleration 
of the first particle at time t. 

The equations of motion (1) are form invariant in 
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straight line approximation under the Lorentz trans
formation (59), and may therefore be derived in differ
ent inertial frames from the same form of Hamiltonian. 
Nevertheless, these formally equivalent Hamiltonians 
will not be canonically equivalent unless they admit the 
Lorentz transformations as canonical transformations. 
What must be shown then is that (59) is canonically re
presented with respect to the Hamiltonian formulation 
described in the previous section. To demonstrate the 
canonicity of the Lorentz transformation and, conse
quently, the covariance of the Hamiltonian formulation, 
it suffices to show that under (59) the differential of the 
action is form invariant to within an exact differential 
up to first order in eZ and E. 

From (48) the differential of the action may be written 
Z 

.0 P; '~i -Hdt, (60a) 
1=1 

or, in the equivalent Pfaffian-expanded form, 

a 
~ [pfO>(rj ,vj ) ·dri + P?>(rj 'Vj) .dVi]- E(r, V1, vz) dt. 
i=1 

(60b) 

The latter of these is the easier to work with. When 
(29), (41), and (44) are substituted for the coefficients 
of the d's, (60b) becomes 

t [(miu; +Ui + ~O) 'dri + (v; + ao ).dV; 
.=1 \ uri aVj 

-(I_:h172 +Vj' UI) dt], 

which is 

a 
[;{(mju; + Ui) . drt +V I' dVj - [m;(I- v~)-l/a 
1=1 

(61) 

Since dO will transform to another exact differential, 
it is only necessary to transform the term in braces. 
The task is simplified by proceeding in stages. For ex
ample, if the transformations of A z, Ba, F and ajar 
induced by (59) are worked out beforehand, then from 
(30) 

mlU; + U; = mlU1 + Ul + E[(ft. r)Fl - ftml (1- Vf>-l/Z] 

+ z {VZ+ €[vz(n.vz)-ft]} 
e {Az + E[(ft. r)Bz + 2(fi.. va)AzW 72 

+ ( a ~ a) 2 (1- Vl . va) 
ar - Envl' or e fI72 

Xln{~t:~~/;~l~~ [1 +E(fi..r)(~) liZ]}. 

When all terms are expanded to first order in E, and 
the expression for Fl is substituted from the right-hand 
side of (la), the result is 

(62a) 
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Similarly, 

mau;+ U~ = maua + Ua - Efi[ma(l - v~tl /a + va . uaL 

The V's, given by (3S), are transformed next: 

V; =V1 - E[(fi. Vl)V1 + fi(Vl . V 1) + (fi. du1], 

V~ =Va - E[(fi. va)Va + fi(va' Va)]. 

Finally, 

mi(l- v?)-1 /a + v; . U: = m j(l- V~)-1 /a +Vj . Ui 

(62b) 

(62c) 

(62d) 

- Efi. (miUj + Uj), (62e) 

i= 1,2. 

The Lorentz transformation of the braces of (61) is now 
a matter of replacing the terms in the braces using (62) 
and the differentials of (59). The status of rj and Vj as 
independent coordinates in the differential form (60b) 
must be recalled here to forestall erroneously cancel
ling Ui . (drj - vidt). The "simplification" is not admis
sable in the action since dr; =Vj dt is not an identity. 
Each term in the braces of (61) is retained and trans
formed to give 
a 

[;{(miU: + U;) ·dr; +V; ·dVi - [mj(l- v;Zt1/a +v;. u:Jdt1 
j=l 

2 
=,[,{(m;ui +U)· drj +V; ·dvj - [m;(l- v~)-1/2 

i =1 

+Vi . U i ] dt - d[E(fi. r)m1(1- vf)1 /a]. 

This result confirms that the Hamiltonian formulation 
of the straight line electrodynamics presented in the 
foregoing section is an inertial-frame independent 
description. 

It is obvious from (49) and (51) that the other trans
formations of the inhomogenous Lorentz group, time 
translation, etc., are also canonical transformations. 

VI. EXTENSION TO N CHARGES 

The forces in (1) obey the principle of superposition. 
If FIJ denotes the force on the ith charge due to the jth 
charge alone, 

_ a( a rq-V;X(riiXVj) 
F j1 - e 1- vJ) 111[1- (rjl XVj)2]3/2, 

then 
N , 

mj itj = F i = j] F iJ> i = 1 . 0 • N, 
1=1 

(63) 

is the system of equations for N interacting charges 
correct to first order in eZ

• The primed L means j *- i 
in the summation. 

When all the formulas and expressions which have 
arisen so far are Similarly relabelled, i, j replacing 
1, 2 in the arguments of all quantities, then it is a 
straightforward exercise to show that if 

(64a) 

i=l. 0 .N, 

(64b) 
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and 

N 1 N H=6 (P~+m~)1/2 __ E'L .. (lnt) 

i =1 1. 1 2 i ,i =1 1. J , 
(65) 

comprise a Hamiltonian formulation of (63) for N= 2, 
then they comprise a Hamiltonian formulation for all 
N. The quantities in (64) and (65) are defined through 
the N = 2 case, Uta is the U1 (r, Vb Va) in (30), ~a is the 
n in (31), and so on. 

The infinitesimal Lorentz transformation of. the posi
tions and velocities of the N particles can be written 

r; = rj + E[Vi(fi· rjk) - fit], 

v; =Vi + E{vj(fi 'Vi) - fi +[mjl(l_ V~)l/Z 

x (I - VjVj) . Fi ](fi . rik)}, (66) 

i=l·· .N, 

where the world point of the kth particle is "unshifted." 
That is, the transformation of the time is given by 

t' =t- Efi. rk , 

while the motion of each of the other particles is used 
to express r j(ti) in terms of rj (t~) = ri (t). If this trans
formation is applied to the differential of the action for 
the system (63), 

t [(mjU; + £' Uji) ·dri +(p' Vii) ·dVi 
,~ j~ J~ 

then the term in brackets is form invariant, to terms 
in E and eZ

, to within the exact differential 

Thus the Lorentz transformations are canonical trans
formations with respect to (65) for arbitrary values of 
N. 

VII. DISCUSSION 

If the speed of light is restored to its proper locations 
in the formulas which comprise the canonical formula
tion, then these formulas may be expanded in inverse 
powers of ca. Thus the variables P1 and Q1 to terms of 
order c-4 are given by 

P1"'m1v1 1+~+--:i +~[va+r(r'va)] ( vf 3 vt) e2 ~ ~ 
2c Sc 2rc 

z 
+·~ .. ~ .. :d[(r . va)Z - V~]V1 + [2(V1 . vz) + 2(r . v1)(r. va) 

Src 

+ v~ - (r . va)a]va + [v~(r . Vt) + 3v~(r . va) - 2(r . Va)(V1 .. va) 

- 3(r . Va)2(r . Vl + r . va) ]r} , (67<\-) 
a 

Q1 '" r1 - n::::-::iS e {2(r .. V2)Va + [(r. Va)2 - v~]r}. (67b) 
ml c 

These same results may also be obtained directly from 
the relation of the canonical variables to the primitive 
series representations of the Ostrogradski momenta 
Pi (0) and Pi (1). F or example, the canonical momentum 
of the first particle is given to all orders by the straight 
line component of (12). The expansion of the Hamiltonian 
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where the rest energy has been dropped. 

The first two terms in this expansion in inverse 
powers of ca of the canonical formulation of the ea_ 
accurate, two-charge problem will be recognized as the 
approximately relativistic treatment originally present
ed by Darwin. 18 Though it turns out in the Darwin ap
proximation that physical position can be taken for 
canonical position, the zero-interaction theorem sug
gests that that possibility can in no order of relativistic 
approximation be taken for granted. Certainly, in the 
next order of approximation beyond Darwin's, the physi· 
cal positions rl cannot be canonical; that is to say, a 
c-4-order Hamiltonian equivalent to (68) for which the 
contrary would be the case does not, in fact, exist. If 
it were otherwise a canonical transformation could be 
found which would remove the interaction piece in 
(67b); but there is no such transformation. A proof goes 
as follows. Let a canonical transformation be induced 
by the addition of an exact derivative dA within the ac
tion integral for the problem so that 

~ [~~O)(ri,vi)+~~)·drl+ (pl(1)(ri'Vj)+:~).dViJ 

- (H- ~~)dt, 
for example, replaces (60b). Since the Pffafian reduc
tion to canonical variables follows the same rule, the 
new Q's are, from (49b), 

1 2 1/2 ) (1)( ) + aA ) Q;=rl--(l-vl) (I_Vlvl· PI ri,vi av 
ml I 

1 a)l/a(1 ) aA =QI--(l-vl -VIVI .-,,-. 
ml uVf 

(69) 

If A has the coefficient eZ then to first-order in eZ (69) 
may also be written [using (55)] as 

, aA 
QI=Qf - iJPf ' 

which is the familiar rule for the infinitesimal canonical 
transformation of the Q's. Suppose, now, that Q1 is 
given by (67b) and Q; is to be rl. Since the difference 
between these has a factor of c-4, it is only necessary 
that 

(70a) 

in order that r1 be canonical to order c-4 • Similarly, the 
condition for transforming the index-exchanged (67b) to 
r z is 

(70b) 
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The nonexistence of a generating function A, thus, of 
canonical variables rj to order c-4, follows now from 
the incompatibility of these two equations for A. 

Even for equal masses, the fact remains that there is 
no A. This obvious point is of interest because a func
tion of the form 

eZ e4 e6 m 4 4) 
""(;If(r, vi> V2) +?g(r, V1, va) +""(;1 h(r) + 16c4 (v l + Vz , 

whose first term is the c-4 component of (17), was in 
1956 offered, and continues to be referred to, as 
L(4)(r, V1, V2), the fourth-order correction to the classical 
Lagrangian for a pair of identical charges. 19 Since the 
identical-charge condition promotes the radiation to a 
c-5 effect, it was thought, correctly, that an extension 
of the Darwin Lagrangian to embrace all c-4-order 
terms would be a consistent calculation in this instance. 
The fault lay in the construction of the extension where 
the lower order equations of motion of the particles 
were used to replace accelerations in the c-4 term of a 
valid Lagrangian equivalent to (4). The upshot is that 
while, for example, e4-order terms replaced terms of 
the type eav l • 4>(r, Vb va) in the original Lagrangian, 
they also annihilated ea-order terms in the correct equa
tions of motion through loss of the Daa/iJvi contribution 
from the Ostrogradski operator. The attempt points up 
the pitfalls of constructing approximations to equations 
of motion indirectly through the Lagrangian. 

The mention of canonical transformation brings us 
now to the final question: Why not drop the n, given by 
(31), which has been carried from the very beginning of 
this discussion? Even though n has not been introduced 
"artificially" but derives from terms that already ap
pear in each of the Ostrogradski momenta for the com
plete dynamics implied by (4)-the gradient an/ar, re
call, is the straight line approximation to the antisym
metric, last term in (12)-still, the tendency is usually 
to drop such a quantity when it becomes clear, as it is 
here even before (61), that it plays no part in deter
mining the equations of motion to the required order of 
approximation. An answer to this question is more 
easily and effectively presented in the light of some con
sequences, so, for this purpose, let n be discarded. 

If the new, n-Iess canonical variables are distin
guished by overbars, then 

P1=mlul +U j (71a) 

which, for i = 1, for instance, is 

e2 va 
P1 ===ml u l +-; (1_1l~)1/2 

a [z (1 - VI . va) 
+ ar· e [v2 _ (VI xVa)2j172 

(
1- 1l~)1 la[va - (Vl XVa)2]1 12 + r. v - IL2· (VI XV2)\]. 

x In (1- V~)1/2[f.1.2 _ (ILl X ILz)z]1I2 J 
(72) 

Corresponding to Pi is the canonical coordinate 

(71b) 
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where {h is that given in (72). These canonical vari
ables look no different in kind from their counterparts 
with n which have already been given. The new Hamil
tonian, on the other hand, clearly suggests what has 
happened. The new ii, which may be obtained by either 
transforming (51) or, more easily, by rederiving (45) 
with n suppressed, is simply 

ii = (Pf + mf)l 12 + (P~ + m~)l 12, (73) 

a pair of free-particle Hamiltonians I 20 This sort of re
sult, though, has been anticipated. It has already been 
observed in (33) that each of the momenta PI is a con
stant of the motion to order e2

, and Eqs. (62) show that 
under an infinitesimal Lorentz transformation 

P; = PI - di(i1 + m~)l 12, 

(P? + mW 12= (P~ + m~)1/2_ di. Ph 

the usual free-particle relations. 

The two-charge problem is thus uncoupled somewhat, 
and quite legitimately, but this uncoupling may not be 
very useful. The act of "dropping" n, after all, amounts 
to an infinitesimal canonical transformation of Ph QI 
generated by - n; for from (29) and (49a), (41), (49b) , 
and (55) 

- a 
PI = Pi + OQ

I 
(- n), (74) 

- a 
Q I =Q i - aP

i 
(_ n). 

Inasmuch as 0e new Hamiltonian function ii(Qh Pi) will 
be just H(Qi, PI) with an additional, "infinitesimal" 
(1. e., e2-order) piece (the generator not being a con
stant of the motion), it is evident that the interaction 
term in the original H is in a position to be cancelled. 

The following illustration will be useful. Here is the 
simplest of canonical formulations: 

p2 • 
H(x,P)=2m +K¢(X), p=mx, (75) 

where K denotes the strength of the force. If P = p + K(m/ 
p)¢(x), then H(jj) =p2/2m to firs!. order in K. The latter 
function is still a Hamiltonian, H now, because the 
transformation from p to P is an infinitesimal canonical 
transformation. The corresponding transformation of 
pOSition is x = x + K(m/p2) J ¢(x) ax, and the generator is 
K(m /p) J ¢ (x) dx. It can be verified by inspection that, 

. to first orqer in K, the new momentum P is constant and 
equal to mx, as required by Hamilton's equations. 

This instructive example also points up the fact that 
in first order the free-particle format is a procrustean 
bed; the description of a particle's behavior will always 
fit providing most of it is chopped off. Since x=(jj/m)t 
+ x 0, the transformation equation for position imme
diately provides xCi) as a first-order correction to uni
form motion. This kind of truncation is precisely what 
happens with the two- charge problem treated in this 
paper when the n is dropped, only in that case it happens 
in the nonrelativistic limit. Since n does not vanish in 
the limit c - 00, the transformation (74) does not then 
reduce to the identity. Thus, for example, while P l 

goes to mlVl, the transformed Ph from (72), goes to 
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mlVl - (e2/r) w2(r X IL). The results exactly parallel those 
illustrated from (75); the exact nonrelativistic 
Hamiltonian 

p2 p2 e2 
H(r n. n...) =,KL +..1:1 +_ 

, ......... ~ 2ml 2m2 r 

is replaced by the apprOXimate one, 
-2 -2 

ii=..EL+l!.L=H(r n.. p) +O(e4) 2ml 2m2 ,..... 2 , 

and so forth. 

To sum up: The Hamiltonian given by (51) with Ph 
QI given by (49) is an approximation to order e2 imply
ing the apprOXimate dynamical equations (1). The non
relativstic limit of that canonical formulation happens, 
however, to imply exactly, i. e., to all orders of e2

, 

the nonrelativistic limit of (1), the Coulomb interaction. 
Canonical transformations, which can be carried out 
conSistently to order e2

, lead to new e2-order canonical 
formulations, which still imply the dynamics (1), but 
then in the limit, the Coulomb interaction may only be 
implied with O(e4) error. The Hamiltonian (51), there
fore, or any canonically equivalent Hamiltonian which 
also contains the Coulomb limit exactly, provides an 
e2-order correction to the Coulomb interaction. Hamil
tonians canonically equivalent to (51) but which do not 
contain the Coulomb limit exactly can only consistently 
provide an e2-order correction to the uncoupled, uni
form motion of the charges. 
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APPENDIX A 

Here it will be shown that there can be two ways to 
construe a Lagrangian. 

It will be convenient to begin with some additional 
remarks on the generalized mechanics generated by 
L(qh ••• , D"ql)2l. The Ostrogradski momenta 

(I) ~ 8_1 aL 
PI = L.J (- D) " (DS +1 )' 

S=I u ql 
1=0, ..• , n-1, 

satisfy the identities 

(AI) 

P'(I+l)= p(I)+ aL 10 2 (A2) 
I -- I a(Di+1ql), =, ... ,n- , 

(A3) 

where of course P means DP. The equations of motion 
are 

P<O)_ aL 
I -aql' 

(A4) 

If the dynamics is nondegenerate (so that L implies 2n
order differential equations for each dimension i), then 
it follows from (A2) and (A3) that pI"-1) depends on the 
same variables as the Lagrangian, that 
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pf)=pP)(qj, ••• ,rfn-l-1qj), l==O, ••• ,n-l, (A5) 

and that the Hessian of L does not vanish, that is, 

(A6) 

l==O, ••• ,n-l. 

The coordinate 11j1) from the first half of the set of 
independent coordinates 

(A7) 

is the canonical mate of p~l). When the Hamiltonian is 
written 

(AS) 

repeated subscripts denoting summation, and the non
canonical 11fn ) is eliminated through (A3), then Hamilton's 
equations 

P(I)_ aH 
I --a17r' (A9) 

'(1)_ aH - 1 
TJI -ap?" l-O, .•• ,n- , (AlO) 

are equivalent to 

~fl ) == TJP +1), 1 =. 0, ••. , 2n - 2 

• (0)( (0) (2n-l» _ iJL 
PI TJj" •• , TJJ -a7iJOl' 

an alternative expression of the dynamics implied by L. 

It can now easily be shown that the Lagrangian 
n-l 

L'(TJP), hP»==L;pfk)h?')-H(P?), TJfO), •.• , TJt-1», (All) 
k=O 

where H is the one in (AS), embodies yet another ex
pression of that same dynamics. The equation of motion 
for each TJ:1) is the Euler-Lagrange equation; the set is 

• n-1"p(k) n-1 aH ap(2) "H 
P (I) "",u~ • (k)+>""" ~+ u 

I - LJ -;-;;:;nT TJj 1-j ~p FTTT ~a (), k=0 u TJI k=O J TJI 111 

l= 0, ... , n-l, 

where the derivative on the right is only taken with re
spect to H's explicit TJ dependence, and 

n-~ iJpl/l) (/l) n_1 aH apl/l) 
-.0~t)j +.0anur>p ~=O, l==n, • •• , 2n-1. 

k=O "I k=O j "I 

These are 

~apr.;('(/l) aH )_P'(I)+ ON 1 
1-j a'l1 TJj -apun - I a;;m, l==O, ... ,n- , 
k=0 "1 j "I 

(Al2) 

n-1 ap(/l) ( aH) 
j] ~a tJJk) - ~p == 0, 1 = n, ... , 2n - 1. 
k=O TJI J 

(Al3) 

Clearly, if the Hamiltonian equations (A9) and (AlO) are 
satisfied, then so are these equations; but this is mere
ly necessary. The reverse must also be true if 
L'(TJP), hpj) is to be a Lagrangian equivalent to the ori
ginal L(ql' ..• , Dnql)' That this is indeed the case can 
be seen by writing out the set (Al3) in reverse order 
starting with the highest l, and recalling from (A5) that 
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the derivative of P'J') with respect to TJ~I) vanishes when 
k exceeds 2n - 1- 1. Thus, 

aral:>, (""(0) _ aH) == ° an n- '/j apm , 
'Ij j 

afj~, (""(0) . aH) a1~, (. (1) aH )-0 
aTJI n 'Ij - ap?' + aTJI n- 11j - ap?' - , (Al4) 

and so on down to 1 == n. Hence, for the matrix of differ
ential coefficients in (Al3) to have an inverse it is only 
necessary that the submatrices which appear in the last 
term of each of the n equations of this triangular sys
tem (Al4) have inverses. That is, 

\
1 ap(1) \\ 

det la (2J-I-i) *0, l=O,oo.,n-l, 
111 

which is just the condition (A6). The system (Al3) there
fore implies (AIO), and (AI2) in turn implies (A9). 

The result then is this: Suppose 
n-l 

L(qj, ••• , Dnqj) =.0 pfl )(qj' ••• , DZrt-I-lqj)DI+iqi 
1=0 

- E(qj' ••• , nzn-1qj) 

implies one 2n -order differential equation for each di
mension i. It follows that 

n-1 
L'(TJP), h?» =.0 pf' )(TJ10), ., ., TJj2n-,_1»iJf l ) 

1=0 

- E(TJjO), ••• , TJj2n-l», 

where the P's are the Ostrogradski momenta (AI) gen
erated by L, and the 11's independent coordinates given 
by (A7), implies the same dynamics through 2n first
order equations for each i. 

The proof given here is quite simple owing to the as
sumption (A6). A look at some examples, however, 
will show that the conclusion can hold even if (A6) does 
not. 

APPENDIX B 

The object here is to sum the straight-line compo
nents of the series 

t (- D1Dz)' r2f'-1 (BI) 
,=0 (2p)! 

If A is r2f'_1 and B is y2 in Leibniz' s expanSion 

(_ D
1
Dz),+zAB= (_ l),+zI;£ (p + 2) (p + 2) [DrZ-k~+z-IA] 

1.0k-0 \" 1 \: k 

X[~D~B] 

and if>, denotes the pth term in (Bl), then 

(2p + 1)(2p + 2)D1D2if>'+1 == - y2D~~if>, - 2(P + 2)(r . v1)D1D~if>, 

+ 2(P + 2)(r . v2)DfD2if>, - (p + 1)(P + 2)vfD~if>, 

- (P + 1)(P + 2)v~Dfif>, + 2(P + 2)2(V1 • v2)D1D2 if>, (B2) 

+ terms involving the higher derivatives of vlt vz. 

Now, direct calculation of the opening terms of (Bl) 
indicates that the straight line portion of if>" which may 
be called ¢" is given by 
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(B3) 

where [P/2] has the customary meaning, p/2 for even 
p, or the lower of p/2's neighboring integers if p is odd. 
As in the test, JJ.j stands for rXvj' The substitution of 
(B3) in (B2) demands exceedingly tedious calculations 
but the result confirms the conjectured form of <pp, and 
provides a recursion relation in which ap(l) is given in 
terms of the a/s with lower integers 1, and the neigh
boring set ap_l(O), ap_l(l) ..• ap_l([p/2]). Observations 
of the actual values of these coefficients from the first 
few terms in (B1) leads to the solution 

pI 
ap(l) = 2 Ii> +21 )(11 )2(P _ 2l)! (B4) 

Substitution of (B4) in (B3), and (B3) for the pth term of 
(B1) gives then 

so the problem reduces to determining the sum of (B5) 
which is quite easy to do. First (B5) may be rearranged 
as 

1 ~,~ (p + 2Z) ! (2 2)1 ( )P r L.J L.J 2 (b+4l>(ll )2-p I JJ.l M2 JJ.l· JJ.2 , 1>-0 I =0 • 
(B6) 

which contains standard forms for the sums on p and 1. 
If the sum on p is taken first, (B6) becomes 

1 00 (2Z)! (Mf M~)Z 
r E~ [1- t(JJ.l· JJ.2)]21+1 

whose sum is then 1 (1 M2 M2 ) -1/2 
r[l- t(JJ.l . JJ.2)] 1-"4 [1- t(~1 ~ JJ.Z)]2 • 

The final result may therefore be written 

~-- -Vl'- vz·- yZP-00, 1 ( a )1> ( 0)1> 1 

p:o(2p)! or1 or2 

1 

*Present address: MacDonald Science Library, Dalhousie 
University, Halifax, Nova Scotia. 
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On properties of the singularity of the ground state in 
certain classical Heisenberg models 

Walter F. Wreszinski 
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We prove that for both the classical ferro- and antiferfomagnetic Heisenberg models the infinite volume 
limit of the ground state energy per unit volume of the system (Hamiltonian plus A times an operator) is 
not differentiable at zero in A for some operators. This characterization of the singularity at T = 0, which 
corresponds to Fisher's for positive temperature, adds to a number of others, which are to some extent 
analogous to the several characterizations of phase transitions at T> O. A comment is made upon a related 
open problem concerning the ground state of the quantum antiferromagnetic Heisenberg chain. 

As far as we know no explicit examples of Fisher's1 
characterization of a phase tranSition in terms of the 
nondifferentiability of certain infinite volume correla
tion functions with respect to external parameters 
exist. In this note we study the analogous characteriza
tion for T = 0, in the case of some classical Heisenberg 
(anti-) ferromagnets2 and prove that it holds. This re
sult on ground states of classical systems (for general 
ground-state representations, see Ref. 5) adds to some 
other features of the singularity at T = 0, known for the 
one-dimensional chain with nearest-neighbor interac
tions, namely divergence of the susceptibility Xe as {J2 
as {J-oo, 6 existence of long-range order,7 (infinite) 
asymptotic degeneracy of the highest eigenvalue of the 
transfer matrix as {J-oo, 7,8 which are to some extent 
analogous to some of the several alternative determina
tions of a phase transition at T> ° (see, e. g., Ref. 9). 
To display one more property in this set of alternate 
descriptions, whose interrelation is not entirely clear, 
and the clarification of which is a major problem in the 
theory of phase tranSitions, is the motivation of this 
paper. For notational simplicity, we write out the proof 
for the one-dimensional case and nearest neighbor in
teractions. However, the result and proof of the forth
coming theorem hold in any number of dimensions, 
with a Hamiltonian for the region A c ZV (II arbitrary 
integer) given by 

HA = - r; J(i - j)t, • tJ (1) 
',lEA 

where t" iE A, are unit vectors, L:IEA IJ(i) 1< 00 by 
stabilitytO such that A may be divided into two «sublat
tices" A and B (A U B=A), with J(i - j)';;; ° if i,j both 
belong to either A or B and J(i - j) ;;.. ° if i E A and j E B 
or vice versa. If A is the set of nearest neighbors of 
B, the above conditions correspond to antiferromag
netism, and if A or B are empty, we have a ferromag
netic system (see Ref. 11). 

Let!J, iE[O,N-l], bevectorsinS={XE1R3;x2 =1}, 
with!..9 = tN (periodic boundary conditions), with com
ponents [OJ:= (6/, cfJi) J 

tH0/) = tf = sinD, COS</>h 

tUOI) = if = sinG, sincfJl1 

*01) = t1= cos8.. (0.;;; 61 < 'IT, 0.;;; cfJI < 2'IT) 

OnH=®f:lL2(5,dO/), withdO l ==sin6 I dG,dcfJ" let 
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eil(r, n) = II tftf+2" 
1=0 

(2a) 

N_t 
CAr(r, 0) = L; tiff.r (2b) 

.=0 

(3) 

with + (resp. -) corresponding to antiferro- (resp. 
ferro-) magnetism. The preCise way in which a large 
class of classical spin systems (including (3) and the 
more general Hamiltonian (1) J is the limit, lias the spin 
tends to infinity, " of the corresponding quantum spin 
systems is described in Ref. 12. 

Let 

g<*) (X) = min 1. [It."') (0) + i\C("'){O)] 
N,r oESN N N N 

(4) 

and let 

g(,.) (X) = lim g("') (i\). 
,. N .. co N,,. (5) 

For fixed r, this limit exists by a simple adaptation of 
the proof in Ref. 5. 

Note that g}t,)., is a concave function of i\. Hence t,.*) 
is also a concave function of i\, whence (e. g., Ref. 13) 
it has both a right-hand derivative d· t,."') (X) I di\ and a 
left-hand one a-g~)(X)/dX. 

Proof: A possible choice for our" sublattices" is 
A = {O, 2, •.• , N} and {B= 1, 3, •.• , (N -1)} if N is even, 
or kz{O, 2, •.• , (N -1)} and B={1, 3, ... ,N} if N is odd. 
Clearly, for all N, 

g~~)., (0) = - 2J. 

Now consider the state given by t~ = tf = 0, yi E [0, N - lJ, 
and tf = + 1, Yi E [0, N - 1], in the - (ferromagnetic) 
case, andti==l, YiEA, andtl=-l,YiEB, in the + 
(antiferromagnetic) case. In this state and any X, 
(l/N) [d,r (a) + i\C~)(r, a)] takes the value (- 2J); hence 
g}t,) .. (X) .;;; - 2J for any i\ and for all N. Hence, 

(l/X)[gj.,,(X)-gi ... (O)].;;;O yx>O, YN. 

Hence, (1/i\)[g;(X) - g; (0)].;;; 0, YA> 0, from which we 
get 
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d+~~(A) (A = 0) <S; o. 

Now, 

dg~±) (A) (A = 0) 
dA 

. [ ...(") (0) - g(") (- A)] = hm 15r r 
,,~O A 

= lim f [lim min (N
1 

It;) (51») 
A~O+ N~ .. nESN 

- lim min (N1 [a<;)(n) - AC~)(r, n)]) ] 
N~ .. flESN 

Now, we clearly have 

min 1 (n':,.) ( )] 
flESN}J nN 51 =-1 

while 

(l/N) (a<;) (51) - AC~)(r, 51)]? - 1- 1\, 

and this minimum value is attained, e. g., for 
t}=t~=O ViE (O,N-l], and t~=l ViE [0,N-1] in 
the -case, and t~=l ViEA, and t~=-l ViEB, in 
the + case. Hence, we have 

~~N ~ [a<;)(n) - AC~)(r,n)]=-I- A. 

By (8) and (9) in (7) we get immediately 

ag~*)(A) . 1 
dA (A=O)=:l{~~ X[-I-(-I-A)]=1. 

The results (6) and (10) imply the assertion of the 
theorem. -

Remark: Consider the one-dimensional isotropic 
antiferromagnetic Heisenberg chain for spin Sand 
periodic boundary conditions, described by the 
Hamiltonian (on fI =®i~Gl ct~S"l, 

2J N-l 
H~ -= S2 E <§.i· ~i+l) I §.o = §.N, ~II) = ia~k) , 

a~II), kE (1,31, being spin matrices for spin S, and 
J > O. The ground state n~ of H~ is unique, 11 and we 
define 

L s -= lim inf lim inf(n~, S3~Tn~) / S2 . 
1"-«1 N_<:IO 

(6) 

(7) 

(8) 

(9) 

(10) 

If Ls ~ y> 0, we may take this to mean that the one
dimensional antiferromagnet exhibits "long-range order" 
in the ground state. 

Define 
N-l 

C N(r) -= I) S~S~+2T' §.o === §.N, 
i=O 

CN(O, r, 51) -= o2C;;)(r, n), 

HN(o, n):; o2H~)(n), 

IN,rPt, 6) 

1858 

-= min {(1/N)[HN (6, 51) + ACN (6, r, 51)]} 
oE5N 

- min (1/N)HN(1,n). 
OESN 
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Now IN,T(A, 6) is a double sequence of functions concave 
in A. Hence 

I(A, 6) -= lim inf lim inf IN rCA, 6) ,.....00 N .. oo • 

is also concave in A. Now, IN,T(A, 0) is uniformly con
tinuous (in (r, N) as a function of O. Hence, 

I(A) === I(A) - 1(0) -= lim I(X, 0) = lim inf lim inf IN rCA, 1) 
6-1 r .. "" N .. oo ' 

= lim inf lim inf [j N T(X, 1) - IN T(O, 1)}. ,....00 N_oo It • 

From the rhs of inequality (6. 5) of Ref. 12, trans
cribed to vacuum expectation values, we easily get 

lim inf lim inf lim inf (nt, CNN(r) n~) / S2 
S_CIIO ,. .. 00 H ... co 

~ A-1/(A):::: lim inf lim inf {X-1 IN ~(A, 1) = lim inf lim inf} 
,.~ N ... to f ,..-«1 N-oo 

X limA-liN r B(A, 1), (ll) 
(3-.00 ' , 

where 

1 
IN,T,B(A, 1) -= - NfJ 

xl I dnN{exp- fJ[HN (l, 51) + ACN (I, r, 51»)} 
og I dnN exp[- {JHN (I, 51)] 

If 

lim liminf liminf lim A-liN T jl(A, 1} 
x .. i}+ r .. 0l\I N';' co 8 .. CIO ' , 

(?) li 'nf l' 'nf I" l' ,-11 (' 1) 1 == m 1 1m 1 1m 1m" N r Il ", ="3 
r .... CCI N- co B- 00 A"'O+ ' , 

by Refs. 6,7, which would follow if, e. g., for A in a 
sufficiently small neighborhood of zero one had 

[,,«C N(l, r, 51) - (CN (l, r, n»)Y~]/N~ const 

(independent of r, N, fJ), (13) 

where 

(AN(r, 0»" 
_ I dON{exp- f3[HN (l, 51) + >CCN (I, r, n)}AN(r, n) 
= JdnN{exp-fJ[HN(1,n)+xCN(1,r,n)]} , 

then we would clearly have Ls? i' > 0 for sufficiently 
large S, on putting (12) into (11). Unfortunately, we have 
have been unable to prove (12) (or (13») to date. -
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A toroidal solution of the vacuum Einstein field 
equations* 

Kip S. Thorne 

Kellogg Radiation Laboratory, California Institute of Technology, Pasadena, California 91125 
(Received 6 May 1975) 

This paper presents a new solution to the vacuum Einstein field equations for the static external 
gravitational field of a toroidal singularity. This solution is unique among known toroidal solutions in that 
the singularity is locally cylindrically symmetric; near it the spacetime geometry becomes that of an infinite 
line mass ("Levi-Civita metric"). 

I. INTRODUCTION 

Infinitely long, cylindrically symmetric systems have 
played a useful role, since 1919, as tools for gaining in
sight into general relativistic phenomena. For example, 
much of the pioneering work on gravitational-wave 
theory dealt with cylindrical systems; 1 and in recent 
years cylindrical systems have been used as a testing 
ground for ideas about highly nonspherical gravitational 
collapse. 2 

A key difficulty with all cylindrical analyses is the 
fact that spacetime is not asymptotically Minkowskiian 
far outside a cylindrical system: Just as the Newtonian 
potential of a cylinder diverges logarithmically at large 
radii (<I> = constx Inr) , so its general relativistic analog, 
'l1 ;;; t In I goo I, diverges logarithmically. As a result, the 
phySical interpretation of cylindrical spacetimes is often 
uncertain. 

One way to remedy this problem is to deal with sys
tems that are locally cylindrical, but are confined to a 
finite region of space-e. g., needles (finite cylinders) 
and thin rings (toruses). Unfortunately, such systems 
are far more difficult to analyze than are infinitely long 
cylinders. The purpose of this paper is to present a 
tool that may be helpful in future analyses of bounded, 
locally cylindrical systems. That tool is a static, two
parameter solution of the vacuum Einstein field equa
tions representing the external gravitational field of a 
torus. Unlike other toroidal solutions, very near the 
ring singularity this one is cylindrically symmetric. 

II. THE SOLUTION IN GENERAL 

A. The Weyl formalism 

In presenting the new solution, we shall use Weyl's 
formalism 3 for axially symmetric, vacuum solutions of 
the Einstein field equations. The Weyl formalism is 
couched in the mathematical language of a flat ''back
ground space" with cylindrical coordinates (p, z, cp) and 
with metric 

(1) 

Two gravitational potentials with axial symmetry reside 
in the background space: 1/J(p, z) and Y(p, z). They 
satisfy the field equations 

1/J ,PP + p-1,p ,P + 1/J,lflf= 0, 

y,p=p(1/J,p2 -1/J}), 

(2a) 

(2b) 
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Y,If = 2p1/J ,p1}i ,If' (2c) 

where commas denote partial derivatives. It is often 
useful to rewrite these field equations in terms of the 
gradient operator V and Laplacian V2 of the flat back
ground space (1): 

a a 
V=e-+e-, pap Ifaz 

(2a') 

(2b') 

If 'il1/J makes an angle 80 with the radial (e p) direction, 

then 'ily makes an angle 280 with the radial direction 

(2c') 

Corresponding to any solution of the field equations 
(2) or (2') in the flat background space (1), there exists 
a static, axially symmetric solution of the vacuum 
Einstein field equations with the metric 

ds2 = _ exp(21/J) df + exp[2(y -1}i)] (dp2 + dz2) 

+ p2 exp(- 21/J) dcp2. (3) 

Different solutions are obtained by chOOSing different 
singular souces for 1/J in the background space (point 
sources, line sources, surface sources). If the sources 
are confined to a finite region of the background space, 
then both 1/J and y will approach constants as (P2 + Z2)1 /2 
- 00; those constants can be chosen zero without loss of 
generality, and the resulting physical spacetime (3) is 
asymptotically Minkowskiian. 

B. Toroidal solutions that are not locally cylindrical 

The easiest way to construct toroidal solutions is to 
choose, as the source of 1/J in the background space, a 
singularity at p = b, z = 0 (ring singularity around axis 
of symmetry). The simplest ring singularity is a pure 
"line monopole, " for which 4 

1/J = const x In[ (p - b)2 + Z2]1 /2 near singularity, 

Le., at[(p_b)2+ z2]1/2«b. (4) 

Unfortunately, when 1/J has this locally cylindrical form, 
y and the physical metric are not locally cylindrical near 
the singularity; Eq. (2c') forbids it. One cannot remedy 
this problem by any other choice for the ring source 
of 1/J (any superposition of line multipoles at p = b, Z = 0).5 

Copyright © 1975 American Institute of Physics 1860 



                                                                                                                                    

This situation is analogous to the case of spherical 
symmetry: No type of point singularity in the back
ground space (no superposition of point multipoles) can 
lead to a spherical physical metric; Eq. (2c') forbids it. 
To get a spherical metric (the Schwarzschild solution), 
one must choose as the source of ifJ a "line mass" on the 
axis of symmetry, with "mass per unit length" t (so 
ifJ = t lnp near it), and with finite length ~z = 2M 
= ("Schwarzschild radius"). 6 

C. The potentials 1/1 and 'Y for the new toroidal solution 

It turns out that the background-space source for a 
locally cylindrical, globally toroidal metric is even 
more peculiar than that for the Schwarzschild solution. 
The desired source is best understood by thinking of 
the background space as filled with an incompressible 
fluid that undergoes steady-state potential flow with po
tential 1/1 and with momentum density Pov= VifJ (Po, not 
to be confused with p, is the mass density of the fluid). 
The fluid is created in a line singularity on the axis of 
symmetry (Fig. 1), and flows outward from there. The 
singularity has a finite height, z = 2a; and it pours out 
fluid at a constant rate m. Once created, the fluid does 
not freely expand into the background space. Rather, its 
flow is constrained by two solid disks that are attached 
to the ends of the source (z = ±a) and that have radii b 
(Fig. 1). 

By the time the flowing fluid gets far from the con
straining diskS, r:; (p2 + Z2)1/2 » b, its flow has become 
nearly spherical with mass flow rate 

(5) 

and potentials 

1/I=-(m/41T)r-1
, r=O(m2r-2). (6) 

Hence, the physical spacetime metric (3) has the 
asymptotic form 

z 
I 

I 
I 

I 
I 

I 
I 
1 
1 
1 
\ 

/ 
/ 

I 

/ 
/ 

/ 
/ 

/ 

--- ---
p 

--

FIG. 1. The flow of fluid in the (fictitious) background space. 
The flow lines (trajectories of Vl/I) are shown dashed. 
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z 

~----~-------=~--~~~--p 

FIG. 2, The toroidal topology of physical spacetime. The 
events P and/< are located, in coordinate space), on the inside 
faces of both the upper disk and the lower disk: ~ and 5 are 
located on both outside faces~The closed curvesCj andC2 are 
topologically linked through the ring singularity; the singularity 
prevents them from being contracted to a point. The closed 
curvesC3 C 4 do not link the singularity; they can be contracted 
to a point. 

ds2 = _ [1- (m/21T)r- 1
] dt2 + [1 + (m/21T)r-1

] 

X (dp2 + dz2 + p2 dcf}), (7) 

from which we can read off the total mass-energy M of 
the gravitating system in terms of the mass flow rate 
m in the (fictitious) background metric: 

M =m/41T. (8) 

Near the singular source the flow is in the e. direc
tion (see Fig. 1), with 

41TM ==m = (2a)(21Tp)ifJ •• 

and thus with 

(9) 

ifJ==(M/a)lnp+const at /z/<a, p«max(a,b). 

(lOa) 
The solution for ifJ can be summarized mathematically 

as follows: (i) 1/1 has the asymptotic form (lOa) near the 
singularity; (ii) 1/1 satisfies the boundary conditions 

ifJ •• == 0 at z == ± a, for 0 < P < b (lOb) 

("fluid flow constrained by disk"); (iii) everywhere ifJ 
satisfies 

V 2ljJ=O (lOc) 
("potential flow"); (iv) ifJ vanishes at spatial infinity 

ifJ == -M/r as r== (p2 + Z2)1/2 - 00, (lOd) 

The corresponding solution for r can be summarized 
by: (v) y satisfies Eqso (2b, c) everywhere; and (vi) r 
vanishes at spatial infinity. 

D. Topology of the new solution 

The above discussion fixes the metric coefficients of 
phYSical spacetime (Eq. (3)] but does not determine the 
topology. The topology is fixed by two identifications: 
(i) the outside face of the upper disk consists of the 
same events as the outside face of the lower disk: 

lim (t, p, z = a + e, cf» is same event as 
• .O(J 

lim (t,p,z=-a-e, cf» 
,.o(J 
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(ii) the inside face of the upper disk consists of the same 
events as the inside face of the lower disk: 

lim (t, p, Z = a - E, </» is same event as 
,~o 

lim (t, p, z= - a +E, </» 
.~ 

ifO<p~b. 

(llb) 

These two identifications endow the singularity of physi
cal spacetime with a toroidal topology; see Fig. 2. 

E. Local cylindrical symmetry near the singularity 

Near the singularity, i. e., for p «max(a, b), wand y 
have the form 

<{I = (M/a) lnp + wo' 

y = (M/a)2lnp + Yo, Wo and Yo constant; (12) 

cf. Eqs. (lOa) and (2b). The corresponding spacetime 
metric (3) is 

ds2 = _ exp(2<{1o) p2M 14 dt2 

+ exp(- 2Wo) [exp(2yo) p2(M lal(M la - 1 l(dp2 + dz2) 

+ p2 - 2M I. d</>2]. (13a) 

In this region of spacetime, Z is a periodic coordinate 
that encircles the singularity 

- a ~ Z ~ + a, z = - a is same set of events as z = + a, 

(13b) 

and cP is a "longitudinal coordinate" stretching along 
the singularity. Since the metric coefficients depend only 
on the radial coordinate p, the geometry is cylindrically 
symmetric. In fact, except for topological closure of 
the ring (periodicity of longitudinal coordinate cp), the 
spacetime geometry (13) is that of an infinitely long, 
cylindrically symmetric line mass (Levi-Civita' s '7 

solution of the Einstein field equations). 

F. Free parameters in the solution 

At first sight there are three free parameters in the 
solution: M, b, and a. However, for arbitrary choices 
of M, b, a there exists a singularity at the common edge 
of the disks (p = b, Z = ± a). One can see this as follows: 
The field equation (lOc) and boundary condition (lOb) 
guarantee that near (p = b, Z = ± a) I/! has the form 

<{I =A + B r1/2 cose/2, (14a) 

where rand 8 are polar coordinates centered on the 
edge of the disks (Fig. 3): 

r=[(p - b)2 + (z - a)2]l/2, e = tan-l [(a- z)/(b -p)] 

near (b, a); 
(15) 

r= [(p - b)2 + (z + a)2]l/2, e=tan-1[( - a - z)/(b - p») + 217 

near (b, - a). 

The form of y near the edge of the disks, as fixed by 
Eqs. (14a) and (2b', c /), is 

(14b) 
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The constants A, B, C are unique functions of M, b, a
functions which one can determine by fully solving Eqs. 
(10) and (2). Expressions (14) and (15), when inserted 
into the physical metric (3), yield 

ds2 = _ exp(2A)[1 + 2Brl/2 cos(8/2)] df + exp(- 2A) 

x [1- 2Brl/2 cos(e/211 

x (exp(2C)r-B2b /2(dr 2 + r2 dlP) + (b - rcos6)2 dIj>2]. 

(16) 

This metric with its square roots and half angles is ugly. 
However, the coordinate transformation 

R=;:l/2, e=e/2 (so e runs from 0 to 211") (17) 

brings it into the nicer form 

ds 2 = _ exp(2A)[1 + 2BR cose]df + exp(- 2A)[1- 2BR cose] 

x [4 exp(2C)R2- B2b(dR2 + R2 def) + (b - R2 cos2e)2 dcp2]. 

(18) 

The spacetime geometry described by this metric is 
perfectly well behaved if B2 = 2/b; otherwise it possesses 
a physical singularity at R =r=O-i. e., on the edge of 
the disks. 

Thus, by demanding that spacetime be nonsingular at 
the common edge of the disks, we impose the constraint 

[B(M, b, a)]2 = 2/b (19) 

and thereby reduce the number of free parameters from 
3 to 2. It is easy to verify that in this case spacetime is 
completely free of singularities, except for the locally 
cylindrical ring source at p = 0, I z I < ao 

III. THE SPECIAL CASE OF A THIN-RING TORUS 

We now specialize our solution to the case 

b»a (20) 

i. e., (radius of constraining disks in background space) 
»(separation between disks). The spacetime geometry 
in this special case will turn out to be that of a thin-ring 
torus with (total mass-energy) =M «(radius of ring) 
= b; see Sec. IVA, below, 

In this special case we shall solve explicitly but ap
prOXimately for the metric coefficients. The errors in 
our solution will vanish in the limit a/b- O. Our solu
tion will have different forms in three different regions 
(see Fig. 4): 

Region I: [(p _ b)2 + Z2]1 /2;::: (ab)1/2 always, and 

Izl >a when p<b, (21a) 

Region II: [(p _ b)2+ Z2)1/2:'S (ab)1/2 (21b) 

Region III: Izl<a, (b_p)~(ab)1/2. (21c) 

Note that Regions I and n overlap and Regions nand m 
overlap. 

A. Region I 

Region I is the "external region" that lies outside the 
constraining disks and is bounded away from their edges. 
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z 

~------------~~--~---p 

FIG. 3. Various coordinate systems used in the background 
space. Note that 

p=rsinB=b+r cos9 =b-r cosO, 

z=r cosB=r sine 

{ 
a-r sinO 

'" -a-rsinO 
for z>O, 0<9<21r, 
for z< 0, 21r<0<41r. 

In solving for l/J and y here, we pretend that the disks 
are fitted tightly together so that the "fluid" in the back
ground space emerges from a ring singularity at p = b, 
z =0. This approximation produces 

(fractional errors in 1/!)$a/(ab)1/2=(a/b)1/2, 

(fractional errors in y):5 (a/b)I/2(ln(a/b)1/2]2. 
(22) 

The solution to the potential-flow equation V21/! = 0 with 
a ring source at p = b, Z = 0 and with asymptotic form 
(lOd) is 

~ 
4bp )1/2 k= - (p + b)2 + Z2 , (23a) 

(23b) 

=:~ In(-r) [l+o(t)] ifr=[(p_b)2+Z2]l/2«b. 

(23c) 

Here K(k) is the complete elliptic function. The corre
sponding solution to Eq. (2) for y is a 

~2k4 • • 
Y = 47r2bp [-~ + 4(1- k 2)KK + 4k2(1- k 2)K2] 

(24a) 

(24b) 

~2 {cose [1 I, b)2]} 
=-1T2b ~+o b ~nr (24c) 

The coordinates (r, 8) used near infinity and (r, ~) used 
near the ring are shown in Fig. 3. The metric is ob
tained by inserting expressions (23) and (24) into Eq. (3). 
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B. Region II 

Region II is the "intermediate region" near the com
mon edge of the constraining disks. When solving for 
I/! and y in Region II we shall pretend that the edges of 
the disks in background space are straight rather than 
curved; 1. e., we shall replace the axially-symmetric 
potential-flow equation I/!,pp + p-ll/!,p + I/!, .. = 0 by the plane
symmetric potential-flow equation 

1/!,pp + l/J.n=O; (25a) 

and we shall set p = b in the derivatives of y: 

Y.p=b(l/J}-l/J.6 2), y.6=2b1/!.p1/!.6· 

In dOing so we make 

(25b) 

(fractional errors in l/J)$(ab)1/2/b=(a/b)1/2, 

(fractional errors in y):5 (a/b)1/2[ln(a/b)1/2]2. 
(26) 

Equation (25a) for I/! must be solved subject to the 
"flow-around-the-edge-of-the-disks" constraint (lOb). 
The solution can be found by using the conformal trans
formation 

p +iz =b + (a/1T)[1+u +iv + exp(u + iv)], Iv I ~1T. 
(27) 

More specifically, in terms of the function u(p, z) the 
solution is 

I/! = (~/1Tb)[u -In(81Tb/a)] (28a) 

if r »a and I I b-p 
z > Ib_p1a 

(28b) 

if r«a (28c) 

=-~ (bb- P) _~ [In(8;b) +l+o(expl-1T(b-p)/a]~ 

if (b-p)>>a, Izl<a. (28d) 

See Fig. 3 for definitions of the coordinates r, 8, r, e. 
By comparing Eq. (28c) with Eq. (14a), we obtain the 

explicit form of condition (19), which makes the physical 
geometry nonsingular at the common edge of the disks: 

z 

-p 

FIG. 4. Three 
regions, I, II, 
III, in which 
three different 
approximate so
lutions are valid 
for the case of a 
thin-ring torus. 
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B2=2/b~M2=1Tab. (29) 

Henceforth we shall regard M and b as independent 
variables, and a as the algebraic combination 

a =M2/1Tb. (30) 

The solution for y can be obtained from Eq. (28) for ~ 
by integrating Eq. (25b) and imposing the boundary con
dition (24c) at the outer edge of Region II: 

')1= M2 Re[ln( exp(u+iv} )] 
1Tab 1 + exp(u + iv} 

(31a) 

(31b) 

... -- In -- +0 M2 [ (a) (rl/2) ] 
21Tab 21Tr ~ 

ifr«a (31c) 

ifb-p»a, Izl<a. (31d) 

C. Region III 

Region III is the "inner region" between the disks and 
bounded away from their edges. In solving for ~ and ')I 

here we ignore the existence of the edges, thereby 
making 

(fractional errors in wand y):5 a/(ba)I/2== (a/b)l/2 

(32) 
and thereby obtaining the cylindrically symmetric ex
pressions (12). The constants 1/10 and Yo in those ex
pressions are fixed by matching onto Region IT [Eqs. 
(28d) and (31d)]: 

w == (MIa) In{p/b) - (MI1Tb) In(81Tbla), 

y == (M/a)2ln(p/b) _M2 /1Tab. 

IV. DISCUSSION OF THE SOLUTION 

A. The vacuum solution 

(33) 

(34) 

The asymptotically flat region of spacetime (the re
gion of red shifts small compared to unity and of nearly 
globally Minkowski geometry) is that region in which 
11/1 I «1 and I y I «1. For the thin-ring case (Sec. III, 
where M2 = 1Tab and a «b) all of Region I is asymptotical
ly flat; the strong-field regime begins in Region II. This 
allows one to perform Newtonian analyses in Region I, 
using ~ = ~ In I goo I as the Newtonian gravitational po
tential. straightforward examination of Eq. (23) shows 
that a Newtonian observer in Region I will regard the 
source as a thin ring of total mass-energy M and ring 
radius b. 

Notice that the relation M2 := 1Tab can be rewritten as 

2M = ("Schwarzschild radius" of ring) _ (~1Ta) 1/2 
b ("actual radius" of ring) - \. b 

- (fractional errors in thin-ring formulas). (35) 
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This says that, for rings of fixed mass M and ever de
creasing ring radius b, the "thin-ring approximation" 
a «b breaks down when b becomes of order the 
Schwarz schild radius 2M of the ring. In this limit the 
general solution of Sec. II remains valid, but the thin
ring formulas of Sec. III fail. 

B. The join to an interior solution 

The author's PhD thesis 2 develops mathematical tools 
for the analysis of infinitely long, cylindrically sym
metric systems. Those tools should be applicable, with 
fractional errors $0[(a/b)1/2]=0[M/b], in Region III 
of our thin-ring toroidal solution. One tool of particular 
interest is the following theorem, which can be inferred 
from Sec. 8-M of the author's thesis: 

Consider an infinitely long, nonsingular material 
cylinder which is momentarily static and which has, as 
its external gravitational field, the Levi-Civita line
mass metric with "spacetime character" D(+). 9,10 De
mand that the cylinder have nonnegative energy density 
TOO on its hypersurface of time symmetry. Then at the 
surface of the cylinder (point where T"s_ 0) the "C
energy" scalar U must be positive. 10,11 

In the D (+) Levi-Civita metric, U is - 00 at the singu
larity and increases monotonically as one moves radial
lyoutward. At some radius Pc, U becomes zero; and 
thereafter it continues to increase, approaching + % as 
p -00. The above theorem says that any material cy
linder with TOo> 0, which generates the D(+) Levi-Civita 
metric, must have its surface outside the "critical 
radius" Pc at which U = O. 

Region III of the thin-ring toroidal solution is endowed 
with a Levi-Civita metric of character D (+). The C
energy scalar at radius p can be calculated by combining 
that metric [Eqs. (3), (33), (34)] with Eq. (7.8) of the 
author's thesis 10; the result is 

U=-Hl-(b/p)2]. 

Thus, the critical radius is 

Pc=b. 

(36) 

(37) 

But this radius lies outside Region Ill-i. e., it is so 
large that the line element is already showing noticeable 
deviations from that of Levi-Civita! Thus, one is forced 
to conclude that any nonsingular, momentarily (or 
permanently) static torus which generates the thin-ring 
metric and which has nonnegative energy density must 
have its surface outside Region III-i. e., in Region II 
or Region I. 

This surprising (and, to me, unhappy) result is 
intimately tied to the fact that the thin-ring toroidal 
metric of this paper has only two independent param
eters. Since the general Levi-Civita solution has two 
free parameters ("mass parameter" and "canonical 
radius"),12 one might hope to construct a locally cy
lindrical, globally torOidal vacuum metric with three 
independent parameters-two characterizing the Levi
Civita singularity and one characterizing the radius of 
the ring. By adjusting one of the singularity parameters 
appropriately, one would then be able to build interior 
solutions with given M and b and with arbitrarily small 
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surface radii. However, such solutions will not be 
possible unless one succeeds in adding a new free 
parameter to the two-parameter vacuum metric of this 
paper. I have tried, and failed. 
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In the present series of papers we have been trying to bring out the unifying role of groups of canonical 
transformations in the understanding of problems of accidental degeneracy in quantum mechanics. In Paper 
III of this series we achieved our purposes for two-dimensional problems with discrete spectra. In the 
present paper we tum our attention to problems with continuous spectra. There is the well-known case of 
the free particle in the full plane in which the accidental degeneracy is due to the Euclidean group in two 
dimensions, E(2). We show that in this problem the accidental degeneracy can also be explained by an 
0(2,1) group of canonical transformations which provides a clue of the approach to more general 
problems. We also derive explicitly the group 0(2,1), and not only its Lie algebra, associated with the 
accidental degeneracy of the Coulomb problem in two dimensions. The procedure followed in the above 
problems is .. sui generis" and does not provide a general approach. For the latter we discuss two new 
problems with continuous spectra that have accidental degeneracy: the free particle in a sector of angle 7r / q, 
q integer, of the plane and the Calogero problem with continuous spectrum. For both of these problems we 
fmd the canonical transformations that map them on the free particle in the full plane. It turns out that 
their accidental degeneracy is explained then by the 0(2,1) group of the latter problem, that we mentioned 
above, rather than by E(2). The procedures developed seem general enough to encompass other problems 
of accidental degeneracy in configuration spaces of two or more dimensions. 

1. INTRODUCTION 

In the present series of papers1 ,2,3 we have been try
ing to bring out the unifying role of groups of canonical 
transformations, in the understanding of problems of 
accidental degeneracy in quantum mechanics. In partic
ular, in paper III of this series,3 we indicated the gen
eral approach one could follow in obtaining these groups 
for two-dimensional problems whose spectra was of 
the type 

(1. 1) 

In (1. 1) C, D are arbitrary constants and kb k2 rela
tively prime integers. The energy EnN is then a linear 
function of the quantum numbers nand N. Most two
dimensional problems with accidental degeneracy, 1-6 

that have a discrete spectrum, can be reduced to ones 
in which the latter takes the form (1. 1). 

While the detailed discussion in paper III concerned 
the problem of the oscillator in a sector of angle 1T / q, 
q integer, or the Calogero problem, 5 the structure of 
the analYSis clearly showed its validity for all spectra 
of the type (1. 1). 

There are cases though, in which we have problems 
with a continuous spectrum that show a remarkable de
generacy. Again, for the sake of keeping the physical 
ideas more clearly in focus, we shall restrict our
selves to the lowest possible number of dimensions in 
which degeneracy is present, i. e., two. Two problems 
with continuous spectrum come immediately to our 
attention. The first one is the free particle in which for 
a given energy we have an infinite number of levels 
corresponding to the angular momentum m = 0, ± 1, 
± 2, .• '. The second is the Coulomb problem where for 
positive energies we have the same type of degeneracy. 

In the case of the free particle the degeneracy cannot 
be termed accidental7 as there is in fact a group of 
point transformations in the space Xl, X2, the 
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Euclidean group E(2), responsible for it. We shall show 
in the next section that there is a simple group of trans
formations in momentum space, which is a realization 
of 0(2,1), that can be also associated with the degen
eracy problem of the free particle in the plane. The 
latter group will be particularly Significant when we 
proceed to develop a more systematic approach to 
problems with continuous spectra that present 
degeneracies. 

For positive energies, the two-dimensional Coulomb 
problem has a symmetry group 0(2, 1) whose Lie 
algebra is well known. B A simple way of deriving the 
group itself will be given in Sec. 3 where first by the 
standard dilatation technique we reduce the problem to 
what we call the "pseudo-Coulomb" form9 and then by a 
point transformation it becomes a two-dimensional re
pulsive oscillator. The latter admits a symmetry 
group 0(2, 1) which is a subgroup of the symplectic 
group Sp(4) of linear canonical transformations related 
with the dynamical group of the problem. 10 

The procedure followed in the literature7 ,B for the 
analysis of these two problem has been "sui generis" 
and we are left in the dark on what to do in other cases. 
But are there other cases? We wish to draw on the ex
perience in article III of this series to immediately sug
gest two problems of interest. 

The first one concerns a free particle not in the 
plane but in a sector of angle -rr/q, q integer, whose 
wavefunction vanishes at the edges of the sector. The 
solution is elementary as it coincides with the function 
describing the vibrations of a membrane in a wedge. 
For a given energy we have an infinite number of states 
associated with the eigenvalues IJ.2q2 (we take n= 1) of 
the square of the angular momentum p~ where IJ. 
= 1, 2, •. '. Thus degeneracy is present and its explana
tion is not as trivial as that of the free particle in the 
full plane. The problem is discussed in detail in Sec. 4 
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where we show how to find a canonical transformation 
that maps the problem on the full plane, but then it is 
not the E(2) of the latter that is responsible for acci
dental degeneracy but rather the 0(2, 1) that is dis
cussed in Sec. 2. 

The second concerns a particular case of the Calo
gero problems discussed in III. It had to do with three 
particles in one dimension interacting through poten
tials proportional and inversely proportional to the 
square of their distances. Eliminating the center of 
mass we have a problem in the plane with discrete 
spectrum. But if we also eliminate the force propor
tional to the square of the distance,i. e., the harmonic 
oscillator part, the eigenstates of the Hamiltonian form 
a continuous spectrum. 11 As we show in Sec. 5 the 
levels have an infinite degeneracy again characterized 
by a quantum number J.L that can take the values J.L 
= 1, 2, 3, ..•. In a similar way that we did for the sec
tor problem, we proceed to derive the generators of 
the Lie algebra of 0(2, 1) which relates all the degen
erate states and thus provides us with an explanation of 
the accidental degeneracy of this problem. 

The approach and techniques followed in Secs. 4 and 
5 seem to be applicable to other problems with ac
cidental degeneracy and, in the last section of the pres
ent paper, we outline what could be a general procedure 
for situations of this type. 

2. SYMMETRY GROUPS FOR A FREE PARTICLE 
IN THE PLANE 

The eigenstates of the free particle in the plane can 
be expressed as 

! km) '" imJm(kr) exp(imql), m = 0, ± 1, ± 2, ..• , (2.1) 

where J m is a Bessel function and, in units in which Ii 
and the mass of the particle are 1, the energy is 

(2.2) 

The degeneracy in this case cannot be termed acciden
tal as one normally attributes it to the Euclidean group 
E(2) of point transformations in the space X17 X2' The 
generators of this group are 

P 10 == xlP2 - x2Pl, P~ "'Pl ± iP2' 

PJ= ~ -aa , j=1,2, 
Z xJ 

which satisfy the commutation relations 

[PIO'P~]=±P", [P.,PJ=O. 

In fact, using polar coordinates, we can write 

(2.3) 

(2.4) 

p~=exp(±iql)(pr±irlplO)' Pr= T :r' P IO = T a~' 
x~ "'i(X1 'I' ix2) =ir exp('F iql), (2.5) 

and from the properties of Bessel functions12 we have 

Pzl km) =kl km ± 1), PIO Ikm)= m I km), (2.6) 

thus seeing that the generators P* of E(2) will connect 
all states (2. 1) associated with a given energy ik2 • 

We note also, for later use, that the states can be 
written as 
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(2.7) 

which is the reason for the choice of phase in (2. 1). 

The Euclidean group E(2) whose generators are (2.3) 
gives then the following transformation in classical 
phase space 

(2.8) 

where at, at are the parameters associated with ele
ments of the group. In quantum mechanics we are in
terested in the matrix representation of the generators 
(2.3) of the group E(2) with respect to the states (2.1) 
of definite energy. To indicate a problem that we will 
have to face in the sector and Calogero case, we write 
these matrices explicitly taking for convenience k = 1 
and denoting by m', m the row and column indices. We 
have then 

m' m _ 3 _ 2 _ 1 0 1 2 3 

-3 
-2 

= -1 
o 
1 
2 
3 

1 m 
m 

-3 
-2 
-1 

= 0 

1 
2 
3 

m 

-3 
-2 
-1 

= 0 

1 
2 
3 

-3 -2 -1 0 123 

. .. • ., I ~ 
1 0 0,0 
o 1 0' 0 

... 0 01:0 

... 000'100 
-----------~--------

~ 
,0 1 0 
'0 0 1 , 
10 0 0 
I 
I 
I 

-3 -2 -1 0 1 2 3 

I 

-3 0 0 o:~ 0 -2 0 0 1 

0 0 -1 0' 
0 0 o 0: ____________ ...l _ ________ 

~ 
1 1 0 0 
I 
1 0 2 0 
I 0 0 3 1 
1 
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(2.9c) 
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The matrices p., p_ of course commute, as must be 
the case from the operator relations (2.4), but had we 
taken the submatrices in the lower right corner for 
which m', m:=: 1, 2, 3, .. " they would not commute as in 
fact they give a 1 for m I:=: m:=: 1 and zero for all other 
terms. This is as it should be, because otherwise the 
states (2.1) would not constitute a basiS for an irre
ducible representation (BIR) of E(2). But when we go to 
the sector problem, where the quantum number Jl takes 
only positive integer values, the possibility of introduc
ing the E(2) group as a symmetry group raises 
paradoxes such as the lack of commutation of P., p_. 

This situation leads us to ask the question whether E(2) 
is the only symmetry group we can associate with the 
free particle in the plane. The answer is that there is 
in fact an infinite number of ways in which we can in
troduce symmetry groups in this problem, but some 
are particularly simple. The one we wish to discuss is 
the 0(2, 1) group whose generators are given in the 
quantum mechanical picture by 

we note that P.P_ is both the Hamiltonian of the free 
particle and the Casimir operator of E(2) and thus it 
commutes with the generators (2.3) of this group and 
therefore also with the operators (2.10) which are 
essentially a part of its enveloping algebra. The 
matrix representation of the operators (2.10) with re
spect to the states (2.1) is given by: 
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, m 
m 

-3 
-2 

-1 
0 

1 
2 
3 

m' 
m 

-3 
-2 
-1 

0 

1 
2 
3 

-3 -2 -1 0 1 2 3 
I 

1 
• 1 

·'0 '- 3 0 0 0
1 

o -2 0 0: 
o 0 -1 0 1 ___________ 1 _________ 

0 
1 0 0 0 
1 
1 1 0 0 
1 0 2 0 
1 
1 
1 
1 

-3 -2 -1 0 1 2 3 

0 -3 0 ·'0 01 
0 0 -2 0 1 

0 0 0 -1 : 
0 0 0 01 

1 

r-------------r--------o :~~~::: 
1 0 0 0 
1 
1 •.• 
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(2.l1a) 

(2.l1b) 

rn' 
m 

-3 -2 -1 0 1 2 3 
1 

-3 7 
0 0, ° 1 -2" 1 

-2 0 5 0 01 -2 
-1 0 0 

3 
0 1 -2 0 0 0 0 0 
1 1 

-z 1 (2. 11 c) 

1 -----o---:To-o~~-
2 lOt 0 .• 

3 1 5 

1 0 ° " .. 
I· .... 
I 

These matrices clearly satisfy the commutation 
relations 

(2.12) 

and 11, 12, 13 are Hermitian, Thus they are associated 
with the Lie algebra of 0(2, 1), We note though that, 
contrary to what happens to P., p_, p~ of the Euclidean 
group, they are reducible into the upper left and lower 
right blocks. This we expect as the Casimir operator 
becomes 

(2.13) 

and thus it contains13 the two representations JJ.12, rf../2. 

One can then argue that while the group 0(2, 1), 
whose generators are the operators (2, 10), is a sym
metry group, it is not the one that explains accidental 
degeneracy as it does not associate a single irreducible 
representation with all the states of a given energy. 
This problem can be avoided if to the infinitesimal 
transformation associated with the generators 1±, 13 we 
add the finite reflection transformation R on the xa = 0 
axis, 1. e., the change <p - - <p. The matrix representa
tion of R on the basis (2.1) has then 1 on the anti
diagonal and 0 elsewhere, and thus the states (2.1) 
from a single Bffi of the group generated by I., 13, and 
R. This is in entire analogy with the situation of the 
orthogonal group14 0(2) which includes reflections and 
whose BIR are two-dimensional, and its 0+(2) subgroup 
under which the representation is reducible. 

We have found an alternative way of explaining the 
accidental degeneracy present in the problem of the 
free particle in the plane. Its interest lays not so 
much in its relevance for this problem but rather in 
the fact that if we disregard the reflection R the rep
resentation is reducible. Thus when we discuss the 
particle in the sector rr/q, q integer, where the quantum 
number Jl = 1, 2, 3, . " is restricted to positive integers, 
we will be able to use the lower right matrix in (2.11), 
to show that the states belong to the single irreducible 
representation D~ la of 0(2, 1). 

Before turning our attention to the other problems we 
want to discuss in this article, we actually like to ob
tain explicitly the 0(2, 1) group whose generators are 
given by (2.10), as a group of canonical transforma
tions in classical phase space. For this purpose we 
note that, using the correspondance principle, we have 
to think of P ~ as associated with large quantum num-
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bers and thus we disregard the ~ in the definition of Is. 
We have then 

I1=P1P,,(P+pJ-1/Z, Iz=Pzp,,(p+pJ-1/Z, Is=P'P' 

(2.14) 

and the group can be obtained by applying the operator15 

(2.15) 

to the vector in phase space. The classical operator 
(Ii)oP' j = 1, 2, 3 is defined by 

(Ii) = t (ali ~ _ ali~) (2.16) 
OP k=l aXk apk apk aXk ' 

and thus 

(Ii)opF={Ii> F}, (2.17) 

where the last parenthesis is the standard Poisson 
bracket. 

The application of exp[a(I3)op] is trivial and gives for 
the momenta the transformation 

P; = Pl cos a + pz sina, 

P~=-Pl sin a +pz cosa. (2.18) 

For exp[{:l(Iz)op] we note that from the Poisson bracket 
relations 

{il,IJ=-Is, {IS,!l}= Iz, {Iz'!s} = 11, 

we have 

m=~~UJ"l~}~ ~ ~n 
where 

c = cosh{:l, s = sinh/:l. 

(2.19) 

(2.20a) 

(2.20b) 

Taking the definitions (2.14) both for the primed and the 
originalIJ, we finally obtain 

P; = (IUI;) (p{Z +p~Z)1/2 = [CPl + s(pf + p~)l/Z] 

(2.21) 

p~ = (I~/I;)(P:Z + p~Z)1/2 = PZ[SPl (pf + p~)-l/Z + C ]-1, 

where we made use of the fact that as the Poisson 
bracket of P+P_ with IJ is zero we have p;z + p~ = pf + p~. 
We can check this directly both in (2.18) and (2.21). 

The canonical transformation associated with the 
generators (2.14) of 0(2, 1) is then a rather simple 
point transformation in momentum space. To get the 
corresponding transformation in the configuration varia
bles we only note that we can use the quantum relation 

, _. a _~, apk . a ~ apk 
X,-t ap' - LI ap' t-ap = LI ap' xk , l= 1, 2, , k~ , k k~ , (2.22) 

and thus derive them straightforwardly. 

We have obtained the group of classical canonical 
transformations associated with the symmetry group 
0(2,1) of the free particle. We now proceed to derive 
the corresponding group for the Coulomb case in the 
continuous spectra, before turning to the new problems 
th"i; suggest a general type of attack in these situations. 
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3. SYMMETRY GROUP FOR THE COULOMB 
PROBLEM WITH CONTINUOUS SPECTRUM 

The two-dimensional Coulomb problem with continu
ous spectrum requires solving the Schrooinger equation 

(~p2_ Wl)1/!= (2I1Z)-11/!, (3.1) 

where R, P are coordinates and momenta in atomic 
units in which the energy can be denoted by 

(3.2) 

with II being any real number. 

As is customary for this problem8,9 we introduce the 
dilatation transformation 

p = 1I-
1R, 11 = liP, (3.3) 

so that the equation (3.1) becomes 

~p(r- I)1/!= II1/!. (3.4) 

We have denoted the operator on the left-hand side of 
(3.4) as the Hamiltonian of the pseudo-Coulomb prob
lem. Introducing polar coordinates p, ,9, for the vec
tor p, Eq. (3.4) becomes 

1 f. 1 a a 1 a2 
) 

2:P ,- P ap p op - ? 0,92 - 11/!= 1I1/!, (3.5) 

which by the point transformation 

(3.6) 

reduces to that of the repulsive harmonic oscillator, 
i. e., 

1 ( 1 0 0 1 oZ ) 
H1/!=Z -rarr ar-Y2a({lz-r 1/!=2111/!. (3.7) 

Thus we concentrate on the latter problem when we dis
cuss accidental degeneracy and the symmetry group 
responsible for it. 

From (3.7) it is clear that for each value of II [that 
determine through (3.2) the energy of the Coulomb 
problem] we have an infinite number of states charac
terized by the eigenvalues 0, ± 1, ± 2, . .• of the angular 
momentum Pili' 

What is then the symmetry group of the repulsive 
oscillator and, more specifically, what are the gen
erators of the Lie algebra of this group? 

In Refs. 10 and 15 we showed that dynamical group 
of the two-dimensional attractive oscillator was the 
four-dimensional symplectic group Sp(4) whose gen
erators are 

(3.8) 

As these operators from a Lie algebra,10,15 and as 
linear combinations of them give p2 - r (the Hamilto
nian of the repulsive oscillator), we expect that the 
generators of the Lie algebra of the symmetry group 
of our problem will also be linear combinations of 
them. 

To construct these generators explicitly we first in
troduce creation and annihilation operators in spherical 
components by the definitions 

11. =x" - i~ P .. 

~.=x. +itp", 
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where we use the expressions (2.3) and (2. 5) for p., and 
x.,. The 1/'s and ~'s commute among themselves and 
furthermore 

(3.10) 

From the definition (3.7) of the Hamiltonian H for the 
repulsive oscillator, we have also 

(3.11) 

We can now show trivially, using (3.10), that the 
operators 

T.=T1 +iT2=t<rf.+~~), T_=T1-iT2=i(~+~~), 

Ta =i(1/.~.-1/_U =tp", (3.12) 

satisfy the following commutation relations 

[H, T.,] = 0, [H, Ta] = 0, 

(3.13) 

As furthermore T1, T2, Ts are Hermitian, we con
clude that they are the generators of a Lie algebra of 
0(2, 1) corresponding to the symmetry group of the re
pulsive oscillator. 

To find out to which irreducible representation of 
0(2, 1) belong the eigenkets of the Hamiltonian, we first 
define them fully by the equations 

HI vm) = 2v I vm), Tsl vm) = m I vm). (3.14) 

As Ts is half the angular momentum we can expect m 
to be integer or half integer, but because of the rela
tion qJ = (,9/2) given in (3.6), we see that the dependence 
on ,9 will be precisely exp(im,9) and thus the pseudo
Coulomb problem will be single valued only if m takes 
the integer values m = 0, ± 1, ± 2, .. '. Furthermore, we 
normalize the states through the relation 

(v'm'l vm) = o(v' - v) 0m'm' (3.15) 

To find out the effect of the operator T., on the kets 
I vm), we note that from the commutation relations 
(3. 13) we have 

T.,lvm)=A.,(v, m) I vm± 1), (3.16) 

where we still have to determine the coefficients 
A.,(v, m). For this purpose we note from (3.11), (3.12) 
that the Casimir operator of the 0(2,1) group is given by 

r2= T"T.,- T3(T3± 1) =t<H2 + 1). 

We obtain then 

(v'm'l T",T" I vm)= IA.,(v, m) 1
20(v' - v)om'm 

=<v'm'l r2 + Ts(Ts± 1) I vm) 

where the matrix M( a, 13, y) is given by 

=[(v2+i) +m(m±l)]o(v' - v)om'm' (3.17) 

Thus, making the usual choice of phase factor, 13 we 
have 

A.,(v, m) = [(v2 + t) + m(m ± 1) f 12, 

and identifying v2 + t with13 

v2+t=A(1_ A), 

we obtain for A the value 

(3.18) 

(3.19) 

(3.20) 

which indicates that the states I vm) are BIR of 0(2, 1) 
in the principal series. 1s 

We have proved that the Lie algebra of 0(2, 1) whose 
generators are the Th i = 1, 2, 3, is responsible for the 
accidental degeneracy of the repulsive oscillator and 
thus also of the pseudo-Coulomb problem. What is the 
group itself of canonical transformations in phase 
space? Again we have to apply the classical operator 
(2. 15) to a vector in phase space replacing the II by T I • 

lt is more convenient to discuss the transformation of 
the vector (1/., ~., 1/_, U of creation and annihilation 
variables. Expressing (TI)op in terms of these variables 
[see Eq. (3. 1) of Ref. 2] we immediately obtain that the 
application exp[a(Ts)op] to the vector gives 

1/~ = exp('F ia/2)1/." ~~= exp(± ia/2) 4. (3.21) 

For exp[I3(T2)op] we note that the operator can be written 
as2 

1( 0 0) 1( 0 0 ) ="2 1/+ o~+ + ~+ 01/+ -"2 1/- o~_ + ~- 01/_ ' (3.22) 

and thus we obtain 

(1/~) (1/+) 0 1 0 0 (1/+) ~~ = ~+ =! 1 0 0 0 ~. 
1/~ (T2)op 1/- 2 0 0 0 1 1/-

~~ ~_ 0 0 1 0 ~_ 

(3.23) 

The exponentiation of (T2)op is then immediate and com
bining the effect of all the operators in (2.15), we 
obtain 

GD= M(o:, 13, y)(t) , (1/~, ~~) = (1/_, UM'1(o:, 13, y), 

(3.24) 

_ [eXP(- iy/2) coshil3 exp(- ia/2) exp(iy/2) sinhia exp(- iO:/2] 
M(o:, 13, y) - • 

exp(- iy/2) sinhil3 exp(io:/2) exp(iy/2) coshil3 exp(iO:/2) 
(3.25) 

Clearly, when we write the Hamiltonian (3.11) as 

H=- (1/-, UG:} (3.26) 

we obtain its invariance under the linear canonical 
transformations (3.24). lt is interesting to note that the 
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transformation affects (1/+, ~+), (1/-, ~J, independently 
and for each of them it corresponds to the 0(2,1) [or 
equivalently the SU(l, 1) or SP(2)] dynamical group of 
the one dimensional oscillator. 18 

From (3.24) and (3.9) we can express the symmetry 
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FIG. 1. Trajectory of a free particle in a sector of angle 71"/3. 
The actual trajectory is given by the full lines. The straight 
lines formed by a full segment and its extension by dotted seg
ments, represent the trajectories given by the method of 
images. All.1hre~ of these straight lines map on a single line 
in the plane ~, Xi related to the motion of a free particle in 
the full plane. Point 1 is the image point of 0 with respect to 
the reflection line at angle 71"/3. Point 2 is the image point of 1 
with respect to the horizontal reflection line. 

group in terms of x., x., P., P. and, using (2.5), in 
terms of r, cp, Pr, P",. If we want to have this group in 
terms of the phase space vectors of the pseudo-Coulomb 
problem, we have to make use of the point transforma
tion (3.6) and the corresponding relation for the 
momenta9 

(3.27) 

4. THE FREE PARTICLE IN A SECTOR 
We consider a free particle in a sector of the plane 

of angle 1T/q, q integer. In Fig. 1 we draw the sector 
for the case q = 3 and also show a classical trajectory 
(the full line) which was obtained by using the method 
of images. 

The eigenkets of this problem are given by 

IkJ.l.) =iU.q·1Ju.q(kr) sin(MCP) 

=-!-k·u.q(P~q-p~q)lkO), J.I.=1,2,···. (4.1) 

We designate them by round brackets to distinguish 
them from the angular kets associated with the states in 
the full plane. The last expression in (4. 1) comes from 
(2.1), (2.7) when we remember that Jm(x) = (- l)mJ.m(x) 
for m integer. 

To each energy -!- k 2 we have again an infinite number 
of states corresponding to the values J.I. = 1,2,3, .. '. We 
note that because of collisions with the edge of the sec
tor the angular momentum changes sign there, but P; 
remains an integral of motion and in fact 

(4.2) 

We wish now to find the symmetry group that is 
responsible for the accidental degeneracy of this prob
lem and, more speCifically, the generators of the cor
responding Lie algebra. 
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As a first step in this direction we proceed to derive 
operators, which we designate by Po, P., PIP' whose 
effect on IkJ.l.) is similar to that of Po, P., PIP on Ikm), 
i. e. , 

To achieve this purpose we introduce the auxiliary 
operator 

and note from (4. 1) that 

0+ IkJ.l.) =kq{lkJ.l. + 1) + IkJ.l. -1)}, 

(4.3) 

(4.4) 

(4.5) 

where this equation holds for all J.I. = 1, 2, 3" .. if we in
terpret the undefined round ket I kO) = O. 

Combining (4. 2) and (4. 5) we get that 

[p!, Q+] IkJ.l.) =kqq2(2J.1. + 1) 1 kJ.l. + 1) - kqq2 (2 J.I. -1) IkJ.l. -1). 

(4.6) 
USing (2.4), the commutator on the left-hand side can 
also be written as 

[p;, Q+]=p"[p,,, Q+]+[p", Q+]p" 

=[p",[p", o·]]+2[p", a·]p" 

=q2o++2q(P:_P">P"" (4.7) 

so it follows from (4. 5), (4.6) that 

-!-[(P: + P~) ± (P! - p~)(J.l.qr1p,,] 1 kJ.l.) = kq 
1 kJ.l. ± 1). (4.8) 

As in paper m3 we can now define the operator IP" I 
as the one whose eigenfunction is I kJ.l.) but with eigen
value J.l.q, i. e. , 

(4.9) 

Furthermore, as kq•1 is the eigenvalue of (p+p..>(q·1)12, 
we can write 

p~ = H(P: +p~) ± (P: - p~) Ip" 1·1p,,}(P.PJ<1-q) 12, (4. lOa) 

PIP =q.1lp" I. (4. lOb) 

At first sight it would seem that the set of states 
I k J.I.) of the sector problem are BIR of the Euclidean 
group E(2) as from construction the Eqs. (4.3) should 
hold. But this is not true, because from the remark 
after Eq. (4. 5) we have that for J.I. = 1 

P.lkl) =0, (4.11) 

and thus with the operators (4.10) the Eqs. (4.3) are 
not satisfied in all cases. The reason for the paradox 
can be seen immediately when we turn to the matrices 
P., p., p", of (2.9) when we are dealing with the parti
cle in the full plane. As we indicated in Sec. 2, the 
lower right submatrices associated with indices m, m' 
= 1,2,3" .. are not a representation for the Lie algebra 
of E(2). 

At this point we can turn though to the 0(2,1) group 
discussed also in Sec. 2. The submatrices there do 
follow the commutation relations associated with the Lie 
algebra of 0(2,1) as the representation is reducibleo 
Thus if we introduce now the operators 

- _ - - - - ·1/2 - _ - - .1/?;;: - - - 1 
I+-P.P", (P.PJ ,I.-(P+PJ P"P.,I3 =p,,-z, 

(4.12) 
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their representation on the states I k p.) will be given 
precisely by the lower left submatrices of (2. 11), i. e. , 
the representation would be D; /2. 

Classically the group of canonical transformations 
responsible for accidental degeneracy of the sector 
problem is then given by (2. 18), (2. 21}, (2.22) when we 
replace PI' P2, xl> x2 and Pi, Pf, xi. xL by the corre
sponding variables with bars above. In turn the rela
tions between p •• p .• x., x. and the P •• P., x •• x. can be 
obtained from (4.10) when we go to the classical pic
ture. In there we have two cases to consider P~ = IP~ I 
> 0 and P~ = - IP", I < O. In the first case we get 

(4. 13a} 

(4. 13b) 

and. as these are functions of P., P. only, we can make 
use of the relations x,., =ia/ap,." x,., =ia/ap,." to obtain 

_ =(q+1)(P.ya.1l12 (9_ 1)(I!..)(a.1l/2 
x. 2q P./ x. + \ 2q \P. x., 

_ = (q _ lXP+)(a.1> /2 (q +l)(P.)q·o /2 
x. 2q P x. + 2 P x •. • q. 

For the case PI/> < 0 a similar analysis gives 

P. ",p!l-Q) /2p~1+q) /2, 

p. '" p!l+a) /2 p~l.q) /2, 

_ '" (9 - ~\(P. ~l.q) /2 (q + 1)(P.)(q·1l /2 
x. \ 2q 1 P.I x.+ 2q P. x., 

_ = (q + l'jJ.Jq·l) /2 (Q..::1)(P.)(Q·l)!2 
x. 2 x. + 2 P x •• q. q. 

(4. 13c) 

(4. 13d} 

(4. 14a) 

(4. 14b} 

(4. 14c) 

(4. 14d} 

Equations (4.13) and (4.14) provide, respectively, 
the canonical transformations that maps the problem 
of a free particle in a sector on the problem of a free 
particle in the full plane, for PI/» 0 and P Ii> < O. 

We shall show explicitly for the case q =3 that the 
mapping has all the features we expect. Without loss of 
generality we can start our classical motion at a point 
(indicated as 0) on the x2 = 0 axis a distance ro from the 
origin. The angle of the momentum with this axis could 
be denoted by 8 and thus our initial conditions at point 
o will be 

(4. 15a} 

To use the method of images, we need to know the mo
tion starting at the point 1, which is a reflection of the 
point 0 with respect to the line cp = 1f/3, and also at point 
2 which is a reflection of point 1 with respect to the 
line cp '" O. The initial condition at point 1 is then 

<0 = tro exp('F i21T/3}, P~o =k exp('F i8) exp(± i27T/3} , 

(4. 15b} 

and at point 2 it becomes 

x:o = tro exp(± i217/3}, P~o "'k exp(± i8} exp('Fi217/3}. 

(4. 15c} 

At the starting point 0, PI/> > 0 and so we hav:e to use 
the transformation (4. 13) to get the initial values of the 
new coordinates and momenta 
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P,.,o = k exp(± i3 8), x,.,o = [~exp('fi28) + t exp('f i48>Hro. 
(4.16) 

Now P* continues to conserve its initial value in its 
motion until the particle hits the wall at cp = 17/3. Then 
the momentum is the one indicated at the point 1, but 
as now we use formula (4.14) as PI/> < 0 we continue to 
obtain Pz =k exp(± i38). Finally the particle hits the wall 
cp = 0 and its motion originates now from point 2. We 
use then (4.13). wi~ the values of (4. 15c), to get again 
the same value for p". Through the motion, and inde
pendently of the collisions with the walls, we get 

p,,=kexp(±i38}. (4.17) 

Furthermore as we see from (4. 13) and (4. 14) that 

(4.18) 

we have from the Hamiltonian equations of motion 

ax" aH ,- - 1- -
Tt= ap" =ZPT or X,,=ZPTt+X,.,O· (4. 19) 

Thus the trajectory illustrated by the solid line in Fig. 
1, translates in the configuration space xl> X2 into the 
straight line given by the parametriC equations 

Xl =ktcos38 + (~cos28 +t cos48)ro, 

X2 =kt sin3 8 + (~sin28 + t sin48)ro. 
(4.20) 

As a last point we consider some relations between 
polar coordinates and momenta in the old and new sys
tems. Using Eqs. (4. 13) or (4.14), we have 

rp .. =x.P.+x.P. =x.P. +x.P. =rPn 

- 'f;; - - -} {q.l(_ i)(x.P. - x.PJ 
P",=-z\x.P.-x.P. = q.l(-i)(x.P.-x.P.} 

=q.llp",1 

1'2 =r + (1 _ q2)(2q2).lp~ (P.p.t1• 

(4.21) 

for PI/> > o} 
for P", <0 

(4.22) 

(4.23) 

The transformation that maps the free particle in a 
sector into a free particle in the full plane is thus a 
fairly complicated one. There is though a particularly 
simple case when q = 1, i. e., the half plane. We have 
then from (4. 13) and (4. 14) that 

P.=P., P.=P., 
-
x+=x+, x.=x., for P",> O. (4. 24a) 

P. =P •• P.=P •• 
- -
x.=x., x. =x •• for P", < O. (4. 24b) 

Having found a realization of the 0(2.1) group on the 
states Ikp.) and the canonical transformation that maps 
the problem of the sector on the full plane, we turn to 
the Calogero problem. 

5. THE CALOGERO PROBLEM WITH CONTINUOUS 
SPECTRUM 

As a last example of accidental degeneracy we dis
cuss the Calogero problem with continuous spectrum 
that was mentioned in the Introduction. The Hamilto
nian, once we eliminate the center of mass motion and 
the oscillator force, takes the operator form3.11 

H=_!(!~r~+l..L)+ 91'(1'-1} (5.1) 
2 r ar ar r acp2 2r2 sin23cp , 

which still admits the integral of motion 
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M'l=. 2 + 91'(1'-1) 1 0 
P" sin23cp , P", = i ocp • (5.2) 

In (5.1), (5.2) the strength of the inverse square poten
tial, denoted by g in Ref. 3, is replaced by T(T-l} 
where l' is any real number larger than 1. 

The nonnormalized eigenstates of H, M'l corre
sponding respectively to the eigenvaluesS, 11 

and 

limwH=H (5.9) 
..--0 

f;+ = lim (- 4w3/2B+) 
.,--0 

+i(3r)-1p., sin3cp], (5. 10) 

%k2, 9(N + 1')2, 

are then given by 

(5.3) where H is the Hamiltonian (5. 1). From (5.8) we con
clude then that 

IkN] = JSN+ST(kr) sinT3cpC1(cos3cp), N = 0,1,2, ... , 
(5.4) 

where C1 is a Gegenbauer polynomial12 and J SN+3T a 
Bessel function of the orders indicated. We denote the 
state by a square bracket to distinguish it both from the 
free particle in the full plane and in the sector. 

From (5. 4) we see that associated with the energy 
E = %k2 we have an infinite number of states character
ized by N=O, 1, 2,'" where this last quantum number 
is related, through (5.3), with the eigenvalue of M'l. 
From the experience that we had in the previous prob
lems, it is clear that an essential step for finding in 
this case the group responsible for its accidental de
generacy (and specifically the generators of its Lie 
algebra), is to determine operators that take us from 
the state I kN] to states I kN ± 1 J. 

In the previous section we found for the sector prob
lem an operator 0:+ that gave a linear combination of 
Ikll +1) and Ikll-l). It is therefore necessary to find 
a corresponding operator for the Calogero problem. 
Fortunately in the bound state Calogero problem this 
type of operator was provided by Perelomov6 and we 
designated it by B+ in Eq. (4.12) of III. The present 
problem differs from the bound one by the fact that 
there is no harmonic oscillator potential. Thus it 
seems convenient to write the operator B+ not in the 
dimensionless units used in ill but only with Ii = m ,0 1, 
keeping the frequency w as a parameter. This implies 
only replacing r by w1/2r, P .. by w-1/2Pr and cp, PIP re
main the same. Also using the notation for Pc, x", given 
in Sec. 2 of the present article, we can write B+ as 

B+ = (w 1l2x._ i%w-1 /2py + (w 1 / 2x+ _ itw·1 /2py 

+ 27 1'(1'-:-1) «wl/2r_iw.1/2p )cos3cp 
4 wr2 sm23cp r 

+i(3rr1w-1
/

2p" sin3cp], (5.5) 

where again we replaced the strength g of the inverse 
square potential by 1'(1'-1) where Tis any real number 
larger than 1. In the present units the Hamiltonian H of 
the bound state Calogero problem can be written as 

H = tw·1p+P. + % wr2 + 97'(1'- 1)(2wr2 sin23 cpr1, (5.6) 

and as shown by PerelomovS. 6 

[H, B+] = 3B+. (5. 7) 

If we multiply H by wand B+ by (- 401 3 / 2), of course, 
still we have, the relation 

[wH, - 4w 3 /
2B+] =301(- 4w3/2B+), (5.8) 

but now passing to the limit w - 0 we see that 
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(5. 11) 

and thus we have found a new constant of the motion for 
the Hamiltonian of the present problem. 

The application of f;+ to I kN] then should give neces
sarily a linear combination, with respect to N, of the 
same type of states. As the radial derivatives do not 
exceed order 3 we have from the properties of the 
Bessel function12 that we only expect at most combina
tions of I kN + 1 J, I kNJ, I kN - 1]. In fact a straight
forward though lengthy analYSiS, using properties of 
the Bessel functions12 and Gegenbauer polynomials, 12 

leads to the equation 

fflkNJ ,ok3 [_( N +1 ) IkN +lJ + (N +21'-1) IkN -IJl. 
2N + 2 l' 2N + 2 T ~ 

(5. 12) 

In (5.12) we have an expression that is the equivalent 
for the present problem of Eq. (4.5) of the sector prob
lem. In fact, it essentially reduces to it for the case 
q = 3 when l' = 1. 

The next step also parallels the procedure of the 
preceeding section. From the integral of motion M'l of 
(5. 2) we haveS. 5 

M'll kN] = 9(N + 1')21 kNJ, (5. 13) 

and thus we immediately obtain 

[M'l, 13+] / kN] = 913+ / kNJ 

- 9(2N + 2T)k3[(2~:;T)/kN + IJ 

+ (N+2T-l) /kN-l] ] (5.14) 
\ 2N +27' 

Combining then (5. 12) and (5. 14), we finally have 

{9(2N +2 T-l){f + [M'l, ff]}/kNJ = -18k3(N + 1) I kN + IJ, 

(5. 15a) 

{9(2N + 27'+ 1)/3+ - [M2, ff]}lkN] = 18k3(N +21'-1) IkN - IJ. 

(5. 15b) 
Before proceeding to determine from (5.15) operators 

whose effect on the ketI kNJ are similar to those of Pc, 
PIP on I kll) of the sector problem, we note that the 
IkN] are not normalized in the angular part. We shall 
denote by Ikll} the normalized ket and from III3,12 we 
have 

Ikll}= 2Tr(7')[~ (ll-l)!(M -1 + 1')] 1/2 Ikll _ 1] (5.16) 
2 r(ll-l+2T) , 

where now we use an index Il instead of N that takes the 
values Il = 1,2,3, .... 
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We transform Eqs. (5.15) relating IkN] to IkN± 1], 
into similar equations relating Ik~}to Ik~±1}. We in
troduce the operator I MI as in ill, i. e., its eigenfunc
tions are Ik~} and its eigenvalues are given by3 

(5.17) 

We make use of this last operator to define 

P+=- (6p+pJ·1( IMI)1/2[(IMI- 37")(IMI +37"- 3) 

x (I M 1- 3)]·lf2[3{3+(2IM 1 - 3) + i{M2, {3+}], (5. 18a) 

P.=(6p+p.t1(IMI)lf2[(IMI-37"+3)(IMI +3) 

x (I M 1 + 3 7")]-1/2[3~(21 M 1 + 3) - i {~, j3+}], (5. 18b) 

p</I=-WMf-37")+1, (5. 18c) 

where {~, {3+} is the Poisson bracket which quantum 
mechanically is 

(5.19) 

but that also has the standard classical meaning if we 
are in this last picture. In that case though by the cor
respondance principle3 we can think of I MI as a large 
number and then all terms IMI +a where a is any num
ber, reduce to IMI. Furthermore, in the classical 
picture I M I is the square root of the M2 given by (5. 2). 

From their construction, the effect of the operators 
Ps, p", on Ik~} is exactly the same as that of the opera
tors (4.10) on I k~), i. e., it is given by (4.3). Thus 
again we are tempted to consider the E(2) group as the 
symmetry group of the Calogero problem. But the 
paradoxical property 

(5.20) 

also holds in this case and thus Eqs. (4.3) with Ikll) 
replaced by Ikll} are not satisfied in all cases. From 
here on the analysis of the Calogero problem parallels 
exactly the discussion of the sector problem given in 
the previous section after Eq. (4.11). We conclude that 
the symmetry group responsible for accidental degen
eracy in the present case is again 0(2,1) and its gen
erators are given by (4.12) where Pz , P</I now take the 
form (5.18). 

Having determined the Lie algebras and groups of 
canonical transformations responsible for accidental 
degeneracy in the problems analyzed in this paper, we 
proceed to discuss critically the results and outline 
what could be a general procedure in these situations. 

6. CONCLUSION 

The discussion of the previous sections raises a num
ber of questions in relation with groups of canonical 
transformations responsible for accidental degeneracy 
for problems with continuous spectra. We restrict our 
remarks to problems in a two-dimensional configura
tion space though they seem, at least in principle, gen
eralizable to more. 

We found that in all the examples we discussed we 
could introduce a symmetry group 0(2, 1) or, equivalent
ly, the SU(I, 1) group homomorphic to it. 13 This situation 
raises the question whether, at least classically, the 
SU(I, 1) is a kind of universal symmetry group related 
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to problems with continuous spectra that have accidental 
degeneracy, in the same way as SU(2) plays this role in 
the case of discrete spectra. 17 

At the same time we found problems, such as the 
free particle in the plane, where more than one type of 
symmetry group can explain the accidental degeneracy, 
in this case E(2) and the 0(2,1) with reflections. This 
raises the question of th€ uniqueness of the groups of 
canonical transformations that were obtained. The 
answer seems to be that they are not unique, i. e. , 
there are many ways, in some cases a possible infinite 
number, in which we can construct the Lie algebras of 
these groups. As an example we conSider, for the free 
particle in the plane, the operators 

1+ = P+[P</I (P</I + 1) + f2(P.pJ + t]1/2(p+PJ"1 /2, 

(6.1) 

where f is an arbitrary function. From the analysis 
preceeding (3.19) we see that the matrix representa
tion of these operators, when acting on the states (2.1) 
of the free particle, will give an irreducible represen
tation of the 0(2,1) group in the principal series, as
sociated with 

(6.2) 

In the classical limit, by the correspondance princi
ple, we can disregard the t, 1 appearing in (6.1) and 
we have 

(6.3) 
whose Poisson brackets are given by (2.19) and thus 
the corresponding group of classical canonical trans
formations could still be obtained with the help of the 
operator (2.15). The application of the latter, except 
in the case f = 0 discussed in Sec. 2, will be complicat
ed, but at least it is feasible in principle. Thus we can 
obtain for each functionf a different group 0(2,1) of 
canonical transformations. It seems therefore that when 
speaking of a group of canonical transformations re
sponsible for accidental degeneracy we should add the 
qualifying word simple. 

How can we systematically obtain groups of canonical 
transformations, as well as their corresponding Lie 
algebras, for problems other than those discussed 
here? We start from a given Hamiltonian that has a 
continuous spectrum and whose states are degenerate. 
We first find an operator, {unction of course of the co
ordinates and momenta, that characterizes the differ
ent states. We call this operator the weight operator 
and examples are P'I' for the free particle and repulsive 
oscillator, IP'I'I for the particle in the sector, and IMI 
for the Calogero problem. We then look for operators, 
which we can denote as ladder operators, that take us 
from one eigenstate of the weight operator to the next 
one above or below. We then take functions of these 
weight and ladder operators that form a Lie algebra, 
both from their matrix representation on the states of 
our problem and from the standpoint of their classical 
Poisson brackets. From the latter by exponentiation, 
as was done for example in (2.15), we can obtain the 
classical group of canonical transformations responsi
ble for accidental degeneracy. 
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The program seems feasible in principle but, as 
MacIntosh1T pOints out, there may exist problems in 
which the weight and ladder operators exist but that 
we may not form from them a Lie algebra. 

In any case it would be of interest to find other ex
amples of accidental degeneracy in problems with con
tinuous spectra, particularly in the simple case of 
two-dimensional configuration space, to test the gen
eral procedure suggested here. 
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Equivalence of a class of Wigner coefficients of SU(1,1) 
with those of SU(2) 

E. Chac6n, * D. Levi,t and M. Moshinskyt 

Instituto de Fisica. Universidad de Mexico (UNAM). Mexico. D.F .• Mexico 
(Received 29 April 1975) 

The purpose of this note is to establish the relation (A1A2J.L1J.L21AM)nc =(-I)",-A'<(l/2)(M+A1 -A2 -I), 
(1I2)(M+ A2 -A1-I), (1I2)(Jot,-Jot2+A, +A2 -1), (1I2)(Jot2-Jot, +A, +A2-1~A-l,A, +A2-1). where the left-hand side is 
a Wigner coefficient of the noncompact group SU(l,I) and in the right-hand side appears a standard 
Wigner coefficient of S U(2). The parameters A" A2, A characterize unitary irreducible representations in the 
positive discrete series of S U(l, 1), and thus they take positive integer or half-integer values. The other 
parameters are restricted by Jot, = A"A, + I.A, +2 ... ·, Jot2 = A2,A2 + 1,A2+2, ... , M = A,A+ I,A+2, .. ·. Besides we 
have Jot, + Jot2 = M and A = A, +A2,A, +A2 + I, .. ·. A similar result is obtained [cf. our Eq. (3.28)] for Wigner 
coefficients involving unitary irreducible representations of the negative discrete series of SU(l,I). 

1. INTRODUCTION 

In a recent paper 1 two of the authors discussed radial 
one and two body matrix elements using the Wigner
Eckart theorem for the SU(l, 1) group. For two body 
Coulomb matrix elements the Wigner coefficients of 
SU(l, 1) that appear 1 contain only discrete positive rep
resentations a of the SU(l, 1) group, i. e., the lowest 
weight of the states involved is a positive integer or half 
integer. In the present paper we shall proceed to show 
that these particular Wigner coefficients of SU(1, 1) are 
standard Wigner coefficients of SU(2) where the irre
ducible representations (IR) of the latter are charac
terized by numbers which are some linear combinations 
of those appearing in the coefficients of SU(1, 1). Thus 
the Coulomb two body radial matrix elements 1 have all 
the well-known selection rules and symmetries of the 
SU(2) Wigner coefficients. 

To carry out our identifications we shall first indicate 
the double meaning we can associate with the eigenstates 
of the n-dimensional oscillator, i. e., that the states 
are characterized by the IR of either the chain of groups 

lj(n)~ O(n), (1. 1) 

or 

Sp(2)X O(n), Sp(2b 0(2). (1. 2) 

We then particularize our results to n = 4 and discuss 
the chains of groups 

lj(4b 0(4b [O~2) 
;(2)J 

(1. 3) 

N K m1 rn2 

and 

lj(4) ~ [ljO(2) 

N=Nl+ H2 
lj~2)J ~ [ °ci2

) O~2)] , 
(1. 4) 

Nl Ha m1 m2 

where underneath each group we have put the quantum 
number that characterizes its irreducible representation. 
The kets for the chain (1. 3) can be denoted by INKm 1m 2 ) 

and those for chain (1. 4) by ININamlma)' We shall prove, 
through the equivalence for characterization purposes of 
four-dimensional oscillator states of the chains of 
groups (1. 1) and (1. 2), that the transformation bracket 

(1.5) 
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is in fact a Wigner coefficient of SP(2) and also, there
fore, of SU(l, 1),3 We then proceed to evaluate (1. 5) 
showing that it actually reduces to a Wigner coefficient 
of SU(2). Thus we establish the connection of some of 
the Wigner coefficients of SU(l, 1) (associated with 
discrete positive IR) with those of SU(2), We note in
Cidentally that m 1 , ma are nonnegative integers as they 
are related with IR of 0(2) and not 0+(2). 

We start our analysis by discussing in terms of 
creation and annihilation operators the generators of 
the chains of groups (1. 1), (1. 2) and then proceed to 
characterize the states of n-dimensional oscillators by 
their irreducible representations. 

2. STATES OF THE n-DIMENSIONAL OSCILLATOR 
AND GENERATORS OF THE GROUPS ASSOCIATED 
WITH THEM 

Following Moshinsky and Quesne 4 we introduce the 
creation and annihilation operators 

Tl j = ~ (xj-iP j ), ~k= ~ (xk+iP k), j,k=l, ... ,n. 

(2.1) 
The generators of the dynamical group Sp(2n) of the n
dimensional oscillator become then 4 

(2.2) 

which form a Lie algebra as can be immediately checked 
from the commutation relation 

[~j' Tl k] = ° jk' (2.3) 

The group Sp(2n) admits, among others, the following 
chains of subgroups: 

Sp(2n) ~ lj(nb O(n), (2.4) 

Sp(2nbSp(2)X O(n), Sp(2b 0(2). (2.5) 

For the chain (2.4) the generators are 4 

lj(n) -i(Tlj~k+ ~kTlj)=TlJ~k + io Jk, O(n)-Tlfik-Tlk~J' (2.6) 

while for Sp(2) they become 1,4 

T+=-m'1), T3 =t(1)'E+E'1), T_=-iE'E, (2.7) 

where the dot indicates the scalar product in n-dimen
sional space. The generator of the subgroup 0(2) of 
Sp(2) is T 3' and 2T 3 is also the first order Casimir 
operator of lj(n). 

Copyright © 1975 American Institute of Physics 1876 



                                                                                                                                    

The states of the n-dimensional oscillator charac
terized by the IR N of U(n) and K of O(n) are the eigen
kets INK) of the operators 1,4 

2Tg INK)=(N+n/2) INK), 

L 2INK)=K(K +n- 2) INK), 

(2. Sa) 

(2. Sb) 

where L2, the Casimir operator of O(n), is given byl 

C=-i L; (1)/~J-1IJ~i)(1)I~J-T/J~I) 
I,J 

= _ (1J '1J)(~. ~) + (1J • ~)2 + (n - 2) (1J • ~). 

In turn the Casimir operator of Sp(2) is 

T2:.T,T.-T3(T3- 1) 

= He1J • 1J) (E • ~) - (1J • ~ + n/2) [1J ' E + (n - 4)/2)} 

= - HL 2 + n(n- 4)/4], (2.9) 

which is related to L 2. Thus the state INK) is then also 
an eigenket of T2, T 3 and we have shown that the chains 
of groups (2.4), (2.5) provide two equivalent ways of 
characterizing the states of the n-dimensional harmonic 
oscillator. 

The states INK) are homogeneous polynomial of 
degree N in the creation operators applied to the ground 
state, 1. e. , 

INK) =p NxC1J) 10). (2010) 

From the form (2.7) of the generators of Sp(2) and the 
relation (2.9), we see that the Eq. (2. 8b) is satisfied by 

p NK(T/) = (1J 'T/)(N- 10/2 P KK(1J) , (2.11) 

where 

E'~ PKxC1J )lo)==(t ,,0
2

2 P KxC1J») 10)=0, 
/=1 (1) I 

(2.12) 

and N - K is even. 

For the state of lowest number of quanta N =K con
sistent with a given value of K, 1. e., IKK), the eigen
value of T 3 is 

t(K + n/2) (20 13) 

and, because of (2. 12), IKK) is the lowest weight state 
of SP(2) and thus the eigenvalue (2. 13) characterizes the 
IR of this group. If n is even we note that the eigenvalue 
will be integer or half integer as K is an integer. 

From the discussion carried out above it is clear that 
the states INK) can also be written as 

INK):. I t(K + n/2), i(N + n/2), (2,14) 

where the round bracket ket is characterized by the IR 
of Sp(2), 1. e., its lowest weight (2. 13), and the IR of 
0(2), i. e., the eigenvalue (2. 8a) of T 30 

Starting from the results discussed in this section, 
we show in the next one how we can choose different 
subgroups of U(4) so that the transformation brackets 
between the basis of irreducible representations (BIR) 

IN1N2m 1m 2) 

related with them will be the Wigner coefficients of 
Sp(2). 

3. SUBGROUPS OF U (4) AND TRANSFORMATION 
BRA,CKETS RELATING THEIR BIR 

We now consider the chain of subgroups (1. 3), (1. 4) 
of U(4) discussed in the introduction and the states 
INKm1m 2), IN1N 2m 1mz} related with them. From (2. 14) 
we conclude that we can also write 

INKm1m 2) == 1 t(K + 2), teN + 2); m 1, m2), (3.1) 

so we deal with the IR t(K + 2), t(N + 2) of Sp(2) and 
0(2), respectively, For the chain (1. 4) we have 

INlN2m 1m 2) = INlml ) IN2m2), (3.2) 

in which each ket is related with the U(2b 0(2) chain 
and thus we can also write, if we use Sp(2):J 0(2), that 

INlN zm l m2) = li(ml + 1), t(Nl + 1» 1 t(m2 + 1), t(Nz + 1» 

:. IMml + 1), i(m2 + 1), i(NI + 1), i(N2 + 1». 

(3.3) 

Thus we have the relation 

(NlNzmlm2INKmlm2) 

== (t(m1 + 1), t(m2 + 1), i(Nl + 1), t(N2 + 1) 1 t(K + 2), 

(3.4) 

where ( I )nc is the Wigner coefficient of the noncompact 
group Sp(2) or equivalently SU(l, 1), in which the nota
tion (~l~zJ..LIJ..L21~J..L)nc is followed with the ~'s being the IR 
of Sp(2) characterized by their lowest weights and the 
J..L 's being the IR of the subgroup 0(2) of Sp(2). 

We now turn our attention to the evaluation of the 
transformation bracket (1. 5). For this purpose we in
troduce creation and annihilation operators 

11/", ~/, i,j==1,2, 0!,tl=1,2, (3.5) 

where the upper indices distinguish between the two 
U(2) groups of the chain (1. 4) while the lower indices 
relate to the two components within these groups. The 
generators of U(4) are now 

i(1)f~1+ ~~f)· (3.6) 

Those of 0(4) are given by 

(3.7) 

while the generators of U (2), 0(2) are given, respec
tively, by (3.6), (3. 7) when O! = {3 = 1 or O! = (3 = 2. 

Let us introduce creation and annihilation operators 
in spherical components 

11:= k (T/f±i1)f), ~:==1):+= ~ (~f'fi~f)· (3.S) 

In terms of them the states IN1N2m 1m2) are expressed as 

_ (1)!) (Nl ,ml) /2(1)~) (Nl-m1 )/2 (7f.)(N2,m2 1/2 (1)~)(N2·"'2 1/2 

- {l(NI +m1 )/2]1 [(N1 -m1)/2]! [(N2+m2/2]I1(N2-m2)/2j!}l72 10). 
(3.9) 

We note that the chain (1. 4) of subgroups U(2) of U(4) 
has the generators 
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N"':;'I'I"'~"'+'I'I"'~'" '" 1 2 ". ~. .,. <;. , <L = , , (3.10) and we can show directly that 

and that the Casimir operators (J",)2 of Slj(2) are related 
to the number operators N'" through 

(J",)2 iiJ:J~ + Jg(Jg + 1) = !Na(N'" + 2). (3.11) 

Thus the states (3.9) are the eigenstates of the oper
ators (Jl)2, (,fI)2, J~,.fa with eigenvalues that are, respec
tively, 

~ 2 . (3. 12a) 

To bring out more explicitly the fact that the states 
(3.9) are eigenstates of (Jl )2, (,fI)2, J~, ~ we shall also 
denote them by the square bracket ket 

I ~ ~ ~ ~]-IN 2 ' 2 ' 2 '2 = JfV2m l m 2 )· (3. 12b) 

We now turn our attention to the states INKmlm 2). We 
easily check that the six independent generators (3. 7) 
can be written as linear combinations of 

A. =lI!E! -1J~E~, A. =1J~~! - rt.~~, 

Ao = t(1J!~! -1J~E~ -1J!E~ + 1J~~~), 

B.=1J~E~-lI!~~, B.=1J~~~-1J~~~, 

Bo = t(lI!~! -lI~E~ +11~~~ -1J~E~), 
where we have the commutation relations 

LA.,A.J=- 2Ao, [Ao,AJ=±A,., 

[B.,B.]=-2Bo, [Bo,B,.J=±B,., 

(3.13) 

(3. 14) 

and the generators of type A commute with those of 
type B. Thus the generators of 0(4) in (3.13) correspond 
to the locally isomorphic group 0(3)x 0(3). 

The Casimir operators of these 0(3) groups are 

N=A.A.+Ao(Ao+1), B2=B.B.+Bo(Bo+1), (3.15) I 

A2=B2=!L2. (3.16) 

The ket INKmlm2) satisfies, from (3.13), (3.16), the 
following equations: 

NINKmlm 2)=NINKmlm2), 

B2INKmlm2)=(tK) (¥C + 1) INKmlm2), 

(Ao +Bo) INKmlm 2) =m 1 INKmlm2), 

(-Ao + Bo) INKmlm2) = m2INKmlm2), 

where the operator N is given by 

N=Nt+~, 

(3. 17) 

(3. 18) 

We shall construct the states (3.17) explicitly through 
the following reasoning. We start by noticing that be
sides lj(2) groups whose generators are the ones given 
in (3.10) we have another chain of unitary subgroups of 
lj(4) whose generators take the form 

I!:; -1J! E~, [~:; t(lI!E! -1J:~:), [~:; -1J:~!, 

Ml :;1Jl~l + 1J2~2 +<;+ _ c,,_, 

P.:;1J~E~, Po:;t(lI~E!-1J~E~)' ~=1J~~~, 

M2 =1J!~! + 1J~ ~~. (3. 19) 

It is easy to check that these generators have the stan
dard commutation relations and that their Casimir 
operators (["')2 are related with the M'" through expres
sions similar to (3.11). The construction of the eigen
states of (Il)2, ([2)2, I~, Po corresponding respectively to 
the eigenvalues 

( N') (N' ) (N") (N" ) m' m" 2 2 +1, 2 2 +1, 2' 2 ' (3.20) 

follows in a way similar to (3.9) but now, from (3. 12b), 
the corresponding ket takes the form 

IN' N" m' mIl] (1J!) (N'.m' l/2(_1J~)(N'-"" l/2(1J~)(N'·.m· l/2(1J~)(N".m" l/2 

12"' 2' 2' 2 = {[(N'+m')/2j![(N'-m')/2j![(N"+m")/2j!l(N"-m")/2]!p!2 10), 
(3. 21) 

where it is important to note the phase factor (- 1) in front of 11:, as the replacement of 1J: - -11:, ~: - - ~:, puts the 
generators 4, 16 in a canonical form. 

The purpose of the states (3.21) becomes immediately clear when we notice that 

(3.22) 

Thus if we want an eigenstate of B2, such as discussed in (3.17), we can construct it through the ordinary Wigner 
coefficients of SU(2), 1. e. , 

L (N' N",m',m"l!!:.- m 1 +m2 )\N',N",m',m"] (3.23) 
",' 12.m" 12 2' 2 2 2 I 2 '2 2 2 2 2 ' 

where, again using (3.17), we have denoted by t(m1 +m2) the eigenvalue of the eigenstate of Bo. Furthermore, we 
notice that 

A A 

Ao=t(Ml -M2 ), N=Ml +M2 • 

Therefore the state INKm1m2) which satisfies Eqs. (3.17) is given by (3.23) if 

We are now in a position to derive the relation between the Wigner coefficients of SU(l, 1) that correspond to 
discrete positive representations and those of SU(2). We note from (3.4), (3. 12b) that 

(t(ml + 1), t(m2 + 1), t(Nl + 1), t(N2 + 1) It (K + 2), teN + 2».., == (NlN2mlm2!NKmlm2) 
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where we made use of the explicit expressions of the 
kets 

given in (3.9), (3. 12b), and (3.21) to evaluate the 
scalar products. 

The expression (3.26) provides us with the relation 
we are searching. Had we used the more common 
notation (AIA21l11l21 AM)DC for the Wigner coefficients of 
SU(1, 1) where Al , A2, A are integers or half integers as
sociated with the lowest weight of the discrete positive 
representations, then the relation (3.26) becomes 

(A1A21ll1l21 AM)DC 

= (- 1)I'r~2 <t(M + Al - A2 - 1), t(M + A2 - ~l - 1), 

xt(ll l - 112 +Al + ~2 -1), t(1l2 - III +Al +A2 -1) 

IA-1, ~1+A2-1), (3.27) 

where we remember that M = III + 1l2' 

It is easy to check that the phase convention used in 
(~lX2IllIl2IAM)Dc coincides exactly with that proposed by 
Holman and Biedenharn. 2 

By a procedure essentially identical to the one fol
lowed to arrive at Eq. (3.27) we can obtain a corre
sponding result for unitary irreducible representations 
of the negative discrete series of SU(1, 1). The basic 
modifications one must do in the analysis are the inter
change of the upper indices 1,2 in the T/'s and (s of 
Eq. (3.19), and the use of new generators T~ of SP(2) 
related to the T q of (2. 7) by 

1879 J. Math. Phys., Vol. 16, No.9, September 1975 

(3.26) 

The result that we obtain is 

(X1A21ll1l21 AM)DC 

= (- 1 t" I-AI < t( - M - ~ 1 + X2 - 1), t( - M + ~l - ~2 - 1), 

X t(!.Ll - 112 + Xl + ~2 - 1), t(- III + 112 + Xl + A2 - 1) 

!A-1,Xl +A2 -1), (3.28) 

where now 

III = - ~l' - Xl - 1, - Xl - 2, "', 

1l2=- A2' -A2 -1, - X2 - 2, "', 

M=lll+1l2' 

The phase convention is again the same of Ref. 2. 
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Marginally singular integral equation with divided-difference 
kernel: A problem in N/D theory* 

Porter W. Johnson and Robert L. Warnock 

Department of Physics, I/linois Institute of Technology, Chicago, Illinois 60616 
(Received 7 January 1975) 

We describe a method for solution of a linear integral equation of the form +(s) = f(s)+(1/'Il') 
f~j[B(s)-B(t)]/(s-t)1 q(t)+(t)dt, where q(t)=(1_4It)"2. The specified functions f(s) and B(s) 
have the asymptotic behaviors f(s)-!o (lns)-a, a> I, B(s)- b(lns)-', 5-+00; in addition, B is subject to 
smoothness conditions. The equation is analyzed on a Banach space S of continuous functions +(s) which 
have asymptotes of the form </>o(lns)-a. It is found that the integral operator K is bounded but not compact 
on the space S, so that the equation is not of Fredholm type on S. We separate K into a noncompact part 
K, and a compact part K2, and construct explicitly the inverse of 1- K, by solving an associated 
differential equation. We then convert the original equation.</> = f+ K</> into an equivalent Fredholm equation 
</> = (1- K,)-'(f+ K2</»' 

1. INTRODUCTION 

In the past, phYSical models in S matrix theory have 
usually been such that the linear integral equation of the 
N/D method is a regular Fredholm equation in some 
standard Banach space (for instance, L2 or a space of 
continuous functions with supremum norm). 1 Recently, 
we have studied a model of meson-meson scattering in 
which the N / D equation is irregular. 2 The integral op
erator is bounded on a Banach space S which naturally 
suggests itself, but it is not compact on that space, or 
on any other space which comes to mind. Consequently, 
we have not been able to apply Fredholm theory to the 
equation in its original form, but we have been able to 
find a simple way of transforming the equation to an 
equivalent regular Fredholm equation on the space S. 
In the following we describe this transformation, with
out attention to the particular model that inspired it. It 
is likely that a similar technique will be necessary in 
models more general and realistic than that of Ref. 2, 
especially if "realistic" means that the total cross sec
tion rises logarithmically at high energy. 3 As further 
motivation for this work, we mention that an analogous 
case of a noncompact operator occurs in a study of the 
unitarity equation. 4 

Singular N /D equations have been discussed before in 
the literature (Refs. 5-7 and other papers cited there
in). Earlier authors have chosen the same general ap
proach that we have taken. Namely, they separate the 
troublesome part cf the operator from the rest, and try 
to find its inverse by a non-Fredholm method. The as
sumed characteristics of the troublesome part, and the 
methods of finding its inverse, have been quite different 
from those of the present paper. 

Integral equations with divided-difference kernels, 
having essentially the same formal structure as the 
N/D equation, arise in the analysis of singular integral 
equations with Cauchy kernel. 8 Notably, they occur in 
the theory of the Hilbert problem in several unknown 
functions, 8 which has been taken as the basis for a proof 
of existence of the many-channel NJ)-l representation. 9 

The proof of Ref. 9 might be carried out under weaker 
hypotheses by using the method described here; original
ly, the scattering amplitude was so restricted as to 
supply a regular Fredholm equation. 
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In Sec. 2, we specify the integral operator K of in
terest, and show that it is bounded on a certain Banach 
space S. In Sec. 3, we separate K into two parts, Kl 
and K z, and show that Kz is compact on S, but that Kl 
does not enjoy that property. In Sec. 4, we show that 
the inverse of 1-Kl always exists on S, and that it may 
be constructed explicitly by solving a simple differen
tial equation. Multiplication of the original equation by 
(1- K1t 1 then yields a regular Fredholm equation on S, 
with a compact kernel. 

2. DEFINITION AND BOUNDEDNESS OF THE 
INTEGRAL OPERATOR 

The investigation of Ref. 2 led to an equation of the 
form 

l/J(s) = f(s) +[00 B(s) - t(t) q(t)cp(t) dt. 
4 s-

(2.1) 

In the following, we regard f and B as being given, al
though they are nonlinear functionals of the unknown cp in 
the complete problem of Ref. 2. The function cp is re
lated to the numerator function of the N/D representa
tion, and q(t) is the phase- space factor, proportional to 
the momentum: 

q(t) = [(t _ 4)/t]1 12. (2.2) 

The variable s is the squared energy in units of the 
squared meson mass, so that s = 4 is the threshold for 
a two-meson scattering state. 

The following properties of the real functions f and B 
will be assumed: 

(i) f is continuous, and has the asymptotic behavior 

f(S)=~~S[1+0(1)], s_oo, a>1. (2.3) 

(ii) B has a continuous second derivative, and as s 
tends to infinity 

B(s) =-lb + O(ln-2s), b > 0, 
ns 
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1880 



                                                                                                                                    

The constants fo and b are arbitrary, aside from the 
restriction b > O. In Ref. 2, one has b = 21T/9 and a 
=5/3. 

It seems appropriate to seek a solution of (2. 1) in a 
Banach space S, such that the function f is contained in 
S. Accordingly, we take S to be the set of all real, con
tinuous functions cp(s) on the half-line 4.,,: s < 00 such 
that the following limit exists: 

cpo=limln"'scp(s). (2.7) 

The norm in S is taken to be 

IIct>II = sup Iln'" scp(s) I. 
4:ICS(eo 

We now write Eq. (2.1) in abridged notation as 

cp=f+Kcp, 

(2.8) 

(2.9) 

and prove that the integral operator K maps S into it
self. The integral defining Kcp obviously exists for any 
cp in S, and Kcp(s) is clearly bounded for all s less than 
any so. We may then restrict attention to the case JJ.s 
> 4, where JJ. is some constant l~ss than 1. We also 
choose a constant A greater than one and write 

1(11'8 L~s [")B(S)_B{t) Kcp(s)=- + + 
7T. 1'. ~s S - t 

(2.10) 

With the help of (2.4) and (2. 5) it is a simple matter to 
bound the J.ct>, when cp E S. I'Hospital's rule yields the 
asymptotes of logarithmic integrals, and we have 

IJlct> I M [I'S( 1 + 1) dt 
1i¢'iI"': (1- /l)s 4 lns lnt In"'t 

(2.11) 

(2.12) 

For J2ct>, we use (2.5) and the mean value theorem to 
obtain 

IJ2CPI"" M (~Sdt"" .... -2 
Ii1>il ~ /lS In2 /lS J 1'8 In'" t ~ Min s. (2. 13) 

In these equations and elsewhere, M is a generic con
stant which may have different values in different in
equalities. To show that Kcp E S, it remains to show that 
Kct> is continuous and that limIn"'sKcp(s) exists. The 
estimates (2.11)-(2.13) establish that the three inte
grals in (2.10) are uniformly convergent in S for 4"': s 
.,,: S, for any S < 00. Since the integrands are continuous 
functions of 5, it follows that Kcp(s) is a continuous func
tion of s, for 4.,,: s < 00. We shall now prove that Kct> is 
in fact differentiable, with derivative satisfying the 
bound 

(Kcp)'{s).,,: MIlct>II/slnl +a s. (2.14) 

The formal derivative of Kcp is 

(II' 8 +i ~8 + roo) (B'(S) _ B(s) - B(t») 
• 1" J~8 s-t 
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(2.15) 

We shall now prove that (2.15) is uniformly convergent 
on any finite interval of s, so that (2.15) is in fact equal 
to the derivative of Kcp and is continuous at finite s. We 
may assume that /lS > 4, and apply (2.4), (2.5) to obtain 

111""- --....-+- -+- --M[I'S[ 1 1( 1 1 )~ dt 
1 ~ S 4 sIn~s s lns lnt In"'t 

M 
.,,: sInt ... s . (2.16) 

To bound 12> we use the mean-value theorem with (2.5) 
and (2. 6) as follows: 

II2 1"':M1 8 

~t IB'(s) - B'(Sl) Ild~t 
1'8 s - n 

M 
.,,: sln2 ... s· (2.17) 

Finally, we estimate Is by applying the mean value the
orem to the second term in the integral: 

II I M r"( 1 + 1 ) dt 
S"': JAS s In2s SlInasl (t - s) Inat 

(s .,,: Sl .,,: t) 

M roc dt 
.,,: s ln2SJAs (t- s)lna(t_ s) 

M lnl .... (A_1)s M 
= s lnas a-I .,,: s In!''' s (2. 18) 

This completes the proof that (Kcp)' is given by (2.15), 
and satisfies the bound (2.14). 

To finish the proof that Kct> belongs to S, we show that 
In"'sKcp{s) approaches a limit. Only the term Js in 
(2.10) contributes to the limit, as is evident from 
(2.11), (2.12), and (2.13). It is readily seen that only 
the asymptotic parts of B(s) and B(t) are relevant, so 
that we analyze the integral 

J(s) = r"(~ _ -!..) q(t)¢{t) dt . 
J ~8 Ins Int t - s 

(2. 19) 

We first note that 

lnatq{t)¢(t) = ct>o +0(1), (2.20) 

so that 

Js)= -__ + __ ( i OC( 1 1) dt ( 
CPo ~s Ins lnt In'''t(t - s) In''' s' (2.21) 
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where E: may be made arbitrarily small for sufficiently 
large s. Thus, only the first term of (2.21) contributes 
to the limit, and we evaluate its limit by I'Hospital's 
rule. The first term of the integral is 

CPo r~ du 1 
Ins}(~..1)s""""ii Ina(s +u)' (2.22) 

By comparison of the integral in (2.22) with In1-a S 

through I'Hospital's rule, we see that (2.22) is asymp
totic to cpo(CX-1)-1In .... s . The second term of the integral 
in (2.21) is treated in the same way, and the result is 
that 

- b<Po 
K<p (s) ~ 1TCX(CX _ 1Hna s • (2.23) 

It follows that Kcp E S. 

3. SEPARATION OF COMPACT AND NONCOMPACT 
PARTS OF THE OPERATOR 

Noncompactness of the operator K is due to a part of 
the integral in which t may be much greater than s. 
Such a part of the integral defines the operator K1 : 

Kcp(S)=!!.. r~(_1 _~)CP(t)dt. 
1 1T }s Int Ins t 

(3.1) 

We shall first demonstrate that Kl is not compact on S, 
and then show that the remainder, K2 = K - Kb is 
compact. 

Our definition of compactness is the usual one: An 
operator L mapping S into itself is called compact (or 
completely continuous) if and only if for every bounded 
sequence {cpJ cS, {LcpJ has a subsequence convergent 
in 5. As is well known, 10,11 Fredholm theory applies to 
an equation of the form <p = f + Lcp, where f E Sand L is 
linear and compact on 5, in the sense that Fredholm's 
"determinant-free" theorems hold. For instance, either 
(1- L)..1 exists, or the homogeneous equation I/J= LI/J has 
a nonzero solution. A compact operator may be approxi
mated uniformly by an operator of finite rank; that cir
cumstance allows one to compute approximations to the 
solution of cp = f + Lcp, by solving a finite system of lin
ear algebraic equations. 12 

To prove noncompactness of Kb we employ the 
Ascoli-Arzela criterion. With every function cp in S 
we may associate a function I/J(x) = Ina scp(s), where x 
= 4/ s. The functions I/J are continuous on the closed in
terval [0, 1]. The space 5 is equivalent to the space C 
of functions I/J continuous on [0, 1] with norm 

III/Jil = sup II/J(x) I. (3.2) 
O~x:El 

We define the operator L1 on C as 

(3.3) 

To show that K1 is noncompact on 5 is equivalent to 
showing that Ll is noncompact on C. The Ascoli-Arzelii. 
theorem10 asserts that an operator L1 is compact on C 
if and only if every bounded sequence {cpJ C C is mapped 
into a uniformly bounded, equicontinuous sequence 
{L1CP.}. Therefore, L1 is noncompact if there exists a 
sequence {1/IJ of elements of C with uniformly bounded 
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norm such that the set of all functions L 11/1.(x) is not 
equicontinuous on [0, 1]. We display a sequence {1/IJ with 
the following properties: 

(i) 1/I.EC, 1I1/J.1I=1, and L 11J!n(0) =0 for alln. (3.4) 

(ii) For some E: > 0 and any 0 E (0, 1) there is an n 
such that 

(3.5) 

From existence of such a sequence it follows that L1 is 
not compact on C, and hence that K1 is not compact on 5. 

The 1/1. are defined as 

(3.6) 

0, s > 2s., 

where {s.} is any monotonically increasing sequence of 
numbers such that lims. = 00. Evidently, the conditions 
(3.4) are satisfied. For any OE (0, 1) we write so=4/0, 
and choose n for (3.5) in such a way that s.> S03. The 
integrand of (3.1) is strictly negative when cp(s) = CP.(s) 
= In-asX.(s), so that we have 

b (1 1 ) = 21T(CX _ 1) 2a -1- 3,.-1 . (3.7) 

This verifies (3.5), and the noncompactness of K1 is 
proved. 

To establish that the operator K2 is compact on 5, we 
show that the corresponding operator L z maps every 
bounded subset of C into a relatively compact set. In 
analogy with Eq. (3.3) above, we have defined La by the 
relation 

Lzl/J(x) = In"sKzcp(s). 

We shall need to establish that 

1 (Ka<P) '(s) 1 "" MII<p 11/ s Ina •1s 

and 

with the generic constant M independent of cp. 

(3.8) 

(3.9) 

(3.10) 

We have already obtained the bound (2.14) for I (K<p)'l, 
and one may easily establish the same bound for I (K1 cp)' I 
from the relation 

(K-h)'(s)= b (""<P(t)dt. 
1'1-' 1TslnZs}s t 

(3.11) 

The bound (3.9) follows. In establishing (3.10), we note 
that, in the decomposition (2.10) of Kcp, the terms J 1CP 
and Jzcp are subject to the bounds (2. 11) and (2. 13), re
spectively. Consequently, we need only establish an an
alogous bound for the term (J3 - K 1 )<p, which we may 
write in the form 
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1i" B(s) - B(t) (Js - K 1)cp =- dt(q(t) - 1) t cp(t) 
11" ).s s-

+~ ("dt B(s)-B(t) cp(t) 
rrj>.s t s-t 

1i"dt (b b ) +- - B(t) --- B(s) +- cp(t) 
11" >.B t lnt Ins 

bi),Sdt( 1 1) +- - --- </J(t) 
rr s t Ins lnt 

From the bounds 

lB(S)-B(t) cp(t)I~Mllcpl! _1_ t~ As, 
s - t Ins t In"'t' 

and 

Iq(t) -11 ~ 4/t, 

we obtain 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

FUrthermore, from the asymptotic limit (2.4) we obtain 

(3.16) 

Finally, we bound H4 through a change of variable t=rs: 

(3.17) 

The result (3.10) is thereby established. 

From the bounds (3.9) and (3.10) concerning Kzcp, one 
may infer the following bounds involving LzlJ!: 

(3.18) 

and 

I (LzlJ!)'(x) I <NIIlJ!Ii/x(l + llnxl). (3.19) 

Let D be any bounded subset of the space C; i. e., 
there is a d such that lJ! E D implies 1IlJ!1I < d. We shall 
use the estimates (3.18) and (3.19) to demonstrate that 
the set LzD={Lzcp(x): cp ED} is equicontinuous on [0,1]. 
In other words, we shall show that, for any t: > 0, there 
exists a number 0 such that if xl> Xz E [0,1] and 1Xl- xzl 
< 0, then 

(i) Xl < 01 / 2, so that Xz < 0 + ri /2. From (3.18), 

I LZlJ!(Xl) - LzlJ!(xz} I ~ Nd (I ~11 + I h~zl) 
4Nd 

< Iln40 I ~ t:. (3.22) 

(ii) Xl ~ 01/Z. Let us use the bound (3.19) along with 
the mean-value theorem to obtain 

I LZlJ!(xl ) - LzlJ!(xz) I ~ Ndlxl - xal /Xl < Ndol
/

Z ~ t:. 

(3.23) 

The inequality (3.20) follows. 

4. CONSTRUCTION OF INVERSE OF 1-KI 

We shall construct the inverse of 1-Kl as a bounded 
linear operator on S. Once the inverse is available, our 
integral equation (2.9) may be cast into the form 

cp=(l-Kl )-l(t+Kz</J). (4.1) 

The equation (4.1) is susceptible to Fredholm theory, 
and it is equivalent to (2.9). Thus, (4.1) is the regular
ized integral equation by which our problem is solved. 

To find the inverse, we obtain an explicit solution of 
the equation 

(4.2) 

for an arbitrary k in S, by means of an associated dif
ferential equation. We let 

(4.3) 

take note of the definition (3.1), and differentiate for
mally to obtain 

'()- 13 l"lJ!(t)dt (4.4) 
X s - S In2s s t ' 

(slnZ sX'(s»' = - f3if;(s), 
s 

b 
13=-· 

1T 

Substitution of these results in (4.2) yields 

s(s lnzsX'(s»' + 13x(s) =- 13k(s). 

(4.5) 

(4.6) 

(4.7) 

We shall find that among the solutions X of (4.7), there 
is one that gives the unique solution of (4.2) in S through 
the formula 

lJ!=X+k. 

The homogeneous form of (4.7), 

s(s lnzsX'(s»' + i3X(s) = 0, 

(4.8) 

(4.9) 

(3.20) has two linearly independent solutions of the form 

the number o(t:) being independent of </J. (It then follows 
from the Ascoli-ArzeI.3. criterion that L z is a compact 
operator on C. ) 

We shall verify (3.20) with 6(t:) given by 

o(t:):r min[(t:/Nd)z, t exp(- 4Nd/t:)]. (3.21) 

We make the choice Xl ~ Xz and treat separately two 
distinct regimes of Xl' 
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xes) = lnY s, 

the exponents y being the roots of the equation 

y(y+1) +13=0. 

(4.10) 

(4.11) 

Since 13 is positive, the roots Y. of (4.11) may be either 
real or complex, but their real parts are always great
er than - 1: 

(4.12) 
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In the case that arises in Ref. 2, fJ = 2/9 and the roots 
are real. We can now see that if (4.2) has a solution in 
S, it must be unique. Equation (4.7) is a necessary con
dition on any solution of (4.2) in S. If (4. 2) had two solu
tions 1/\, IJ!z E S the homogeneous equation (4.9) would have 
the nontrivial solution 

(4. 13) 

[It is clear that l; is not identically zero, since 
s(s Inzs l;'(s»' = - fJ[1/\ (s) - IJ!z(s») M). Since l; belongs to 
S, it cannot in fact be a solution of (4.9), since the gen
eral solution of the latter is 

(4.14) 

where Rey. > - 1. A nonzero solution of the form (4.14) 
is not in S, since it does not vanish rapidly enough at 
infinity. It follows that a solution of (4.2) in S is neces
sarily unique. Notice that the situation would be differ
ent if i3 were negative; then (4.9) would have a solution 
in S if y. were greater than or equal to a, and our uni
queness argument would fail. 

To solve the inhomogeneous equation (4.7), we apply 
the method of variation of parameters. That is, we seek 
a solution of the form 

Xes) = InY's1' .(s) + InY-s1' -<s), 

where the 1'% are restricted so that 

InY's 1':(s) + InY-s1' ~(s) = O. 

(4. 15) 

(4. 16) 

When (4.15) is substituted in (4.7), and Eqs. (4. 11) and 
(4. 16) are invoked, we obtain a second linear equation 
for the 1'~. By solving the latter equation and (4.16) to
gether, we find (provided y_ '* Y.) 

(4. 17) 

When the y% are complex, the function 1': is the complex 
conjugate of 1'~. The case y_ = y. (13 = 1/4) requires a 
different calculation, which we defer for the moment. 
We can now obtain a solution of (4.7) as 

Xes) = (Insr'[j!r~(u) du + c.l 

+ (Ins)Y-[j;1'~(u) du + cJ. (4.18) 

There is a unique choice of the constants of integration 
c., c_ such that XES for an arbitrary hE S; namely, 

(4.19) 

To show that (4.19) is sufficient for XES, we simply 
apply I'Hospital's rule to obtain the asymptotes of the 
integrals: 

is , ±i3ho is du 
1',,(u)du--- (1 )l .... +Y" 

~ y_-y.~unu 

'f i3 h o 1 (4.20) 
(y __ y+){a + y) (InS)'l<+f%, 

where 

h{s) = (ho/In'" s)[l + 0(1)]. 

Thus, xes) = (X olin'" s)[l + 0(1)], and X is clearly real, even 
if the y" are complex. Hence, XES for any hE S, when 
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(4.19) holds. Equations (4. 19) are clearly necessary as 
well as sufficient for XES, since Rey% > - 1. 

To complete the argument, we must show that the fol
lowing function actually satisfies (4. 2): 

lJ!{s) = (Insf+ !:1':(u) du 

+ (Insr - f;1' ~(u) du + h(s). (4.21) 

Heretofore, we have only demonstrated that if (4.2) has 
a solution in S, it must be the function (4.21). We must 
prove that 

13 f.~ ~t (l~ -~s) (Int» + it r:(u) du 

+ (IntV-i
t 

r~(U)du+h(t») 

= (InsV' is r:(u) du + (InS)f- is r~(u) du. (4.22) 

The proof consists of reversing the order of u and t 
integrations on the left-hand side of (4.22). After the 
reversal, the t integration may be performed explicitly. 
The identities y.y_ = 13 and y. + y_ = - 1 are used in a sub
sequent calculation to verify (4.22). 

We have now proved (in the case fJ,*1/4) that (l-K1>-1 
exists and has the explicit representation 

(1- K1)_lh(S) 

__ 13_ (~dt ( (Ins)Y+ _ (InS)f - ) h(t) + h(s) (4.23) 
- y. - y_ Js t (lntP+Y+ (Int)l<'Y- , 

where 

y% = - HI ± (1- 413)1/2], i3 = blot. 

The inverse of 1 - K1 exists just as well in the case i3 
= 1/4. It is easy to guess the formula for this case, by 
formally taking the limit y+ - L = - t in (4.23). We find 

1 f'" dt (1-K1t1h(S)=41n1l2s ~ 
S 

X(lnIns-lnInt)h(t)+h(s), /3=t. (4.24) 

One easily verifies that the right side of (4.24) is a 
member of S. One can also show, by changing integra
tion order as before, that this function satisfies (4.2). 
It remains to show that this solution of (4.2) is unique. 
We demonstrate uniqueness as before, by proving that 
(4.9) has no nonzero solution in S. To find the general 
solution of (4.9), we must find a solution in addition to 
Xes) = In-1 

/2S. We SUbstitute 

Xes) = In-1 /2S Hs) (4.25) 

in (4.9) to obtain 

(1 + InsH'(s) + s Ins~"(s) = 0, (4.26) 

which is satisfied by Hs) = In Ins. The general solution 
of (4.9) is then 

(4.27) 

Since the only function of this form in S is identically 
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zero, it follows that the inverse of 1-K1 is indeed given 
by (4.24). 

Our explicit construction of the inverse of 1- K1 de
pended on the special circumstance that there was an 
equivalent differential equation (4.7), which had a sim
ple solution in closed form. It would be worthwhile to 
have a more general method, which could be used for 
singular integral equations not precisely the same as 
the one discussed here. One method that comes to mind 
immediately is a simple iterative solution of (4.2): 

l/Jo==h, l/Jt==K1l/JO+h, •.• , l/Jn==K1l/Jn-l +h, •••. 

(4.28) 

According to the contraction mapping theorem, 10 the 
sequence (4.28) converges to the unique solution of (4.2) 
in S, provided that 

IIK111 < 1, (4.29) 

where 

IIK111 == sup (IIK1</>11/1I</>11>. (4.30) 
<l>E s 

To find a sufficient condition for (4.29) to hold, observe 
that 

IIK1</> II == sup I 13 In'" sf (-1..._-1...) </>(t) dt \ s.. s lnt Ins t 

The iterative method certainly succeeds if 

(3/(a(a - 1) < 1. 

In the problem of Ref. 2, one has (3/ a(a - 1) == 1/5. 

(4.32) 

Finally, let us return to the rearranged integral equa
tion (4.1). The inhomogeneous term, (1- K1)-lh, is a 
member of S. Also, the operator (1- K1)-lKz is com
pact on S, being the product of a compact operator and 
a bounded linear operator. Consequently, the Fredholm 
alternative theorem10 applies to (4.1), so that the latter 
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has a unique solution unless the corresponding homo
geneous equation has a nontrivial solution. The homo
geneous equation is equivalent to 

(4.33) 

so that we can say that at least part of the Fredholm 
alternative theorem is true for the non-Fredholm equa
tion (2.9). Namely, (2.9) has a unique solution unless 
the corresponding homogeneous equation (4.33) has a 
nontrivial solution. 

*Supported in part by the National Science Foundation. 
1For instance, a Regge theory in which the total cross section 
tends to a constant at high energy leads to a regular Fredholm 
N/D equation. See R. L. Warnock, in Lectures in Theoretical 
High Energy Physics, edited by H. H. Aly (Wiley-Intersci
ence, New York, 1968), and G.R. Bart and R. L. Warnock, 
Phys. Rev. D 3, 1429 (1971). 

2p. W. Johnson and R. L. Warnock, to be published. 
3Such behavior of the total cross section, suggested by the 
trend of experiments at the highest available energies, will 
probably demand a less rapid decrease of partial waves at 
high energy than that discussed in Ref. 1. Singularity of the 
N/D equation is a corollary of weak decrease of the partial 
waves. 

4The study in question has to do with determination of the 
scattering amplitude from a given differential cross section 
and the unitarity condition, under the constraint that the am
plitude be analytic in the cut cos6 plane (6 being the scatter
ingangle). SeeG.R. Bart, P.W. Johnson, andR.L. 
Warnock, Nucl. Phys. B 72, 329 (1974). 

5D. Atkinson and A. P. Contogouris, Nuovo Cimento 39, 1082, 
11 02 (1965). 

GA. P. Contogouris and A. Martin, Nuovo Cimento A 49, 61 
(1967). 

7C. E. Jones, Nuovo Cimento A 40~ 761 (1965). 
8N.I. Muskhelishvili, Singular Integral Equations (Noordhoff 
Groningen, Holland, 1953). ' 

9Jl. L. Warnock, Nuovo Cimento 50, 894 (1967), and Erratum, 
ibid. A 52, 637 (1967). 

10L.A. Liusternik and V.J. Sobolev, Elements of Functional 
Analysis (Ungar, New York, 1961), §29, §l0. 

ti L. V. Kantorovich and G. P. Akilov, Functional AnalYSis in 
Normed Spaces (Pergamon, OXford, 1964). 

12M.A. Krasnosel'skii, G.M. Vainikko, P.P. Zabreiko, Ya.B. 
Rutitskii, and V. Ya. Stetsenko, Approximate Solution of 
Operator Equations (Walters-Noordhoff, Groningen, 1972), 
p. 151. 

P.W. Johnson and R.L. Warnock 1885 



                                                                                                                                    

Regge amplitudes through solution of S-matrix equations * 

Jo'rgen S. Frederiksen 

Research School of Physical Sciences, The Australian National University, Canberra, Australia 2600 

Porter W. Johnson and Robert L. Warnock 

Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616 
(Received 28 May 1975) 

This work is a first step in a program for construction of meson-meson scattering amplitudes with 
analyticity, crossing symmetry, and unitarity. The construction is to be carried out by solving a nonlinear 
integral equation for the partial wave amplitude a(/,s) at complex I and physical s. The program is 
intended to overcome the difficulties encountered in the traditional approach based on the Mandelstam 
iteration of double-spectral functions. An important initial step is to analyze nonrelativistic potential 
scattering from this autonomous S-matrix viewpoint, in which the Schriidinger equation is replaced by a 
nonlinear equation for the partial wave amplitude. In the present paper, it is demonstrated that the partial
wave equation has a locally unique solution, provided the potential is of a suitably restricted Yukawa type. 
This result indicates the feasibility of a pure S-matrix approach to dynamics. In the present report, the 
potential is so restricted in strength as to preclude bound states or resonances. The extension of the method 
to the case of strong potentials will be pursued in a later publication. 

1. INTRODUCTION 

This paper pertains to the construction of scattering 
amplitudes with Mandelstam analyticity and unitarity. 
The construction proceeds by solving a certain non
linear functional equation for the partial-wave scatter
ing amplitude a(l, s), in which the angular momentum 
1 is complex, but the squared-energy s is restricted to 
its physical region. 1-3 In Ref. 2 and the present work, 
the partial-wave equation for nonrelativistic potential 
scattering is studied. The discussion of potential scat
tering by the partial-wave equation is more complicated 
than the usual treatment based on the Schrodinger equa
tion, but it is interesting as a preamble to a discussion 
of crossing-symmetric, relativistic scattering, In the 
relativistic case, the approach via the Schrodinger 
equation is, of course, not available, but the S matrix 
equation for the partial wave can still be formulated. 
The equation is quite similar to the corresponding equa
tion of potential scattering, so that it is reasonable to 
study the simpler case of potential scattering first. In
deed, one of the most difficult terms in the relativistic 
equation differs only by a kinematical factor from the 
corresponding term of potential theory. 

The program of constructing crossing-symmetric 
unitary amplitudes through partial-wave equations was 
initiated in Refs, 1 and 3, and will be continued in a 
forthcoming series of papers, 4,5 The long range aims 
of the study are: (a) to clarify questions of principle 
(for instance, the question of existence of crossing
symmetric unitary amplitudes with Regge behavior) and 
(b) to provide a practical means of computing realistic 
hadronic amplitudes from "first principles. " In this 
context, a computation from first principles is under
stood to be one in which general requirements such as 
analyticity, crossing, and unitarity are satisfied pre
cisely, and in which phenomenological input is held to 
a bare minimum, The partial-wave program evolved 
from an earlier program in which the complete scatter
ing amplitude A(s, t) was constructed by solving a non
linear integral equation for the double-spectral function, 
namely, the Mandelstam unitarity equation. 6 The earlier 
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program was not able to accommodate realistic ampli
tudes, In particular, it faltered in the realistic case in 
which Regge poles make large excursions into the right
half 1 plane. In the presence of Regge poles, the double
spectral function takes on an oscillatory behavior. The 
oscillations are undoubtedly essential in modulating the 
high-energy behavior of the unitarity equation, but at the 
sam e time they make the analysis of the equation extra
ordinarily difficult. It turns out that the oscillations are 
much more tractable if one works with partial-wave 
amplitudes at complex 1, rather than the double-spectral 
function. The advantage is similar to that which is 
sometimes gained in working with the Fourier transform 
of a function, rather than the function itself. In fact, 
the watson-Sommerfeld representation of the double
spectral function in terms of partial waves is a kind 
of Fourier representation, in which a quadratic unitarity 
product of partial waves is like the Fourier transform. 
The oscillatory function P,(z), for ReI == - €, plays the 
role of the exponential in this transform. 

Our method of studying potential scattering consists 
of the following steps: 

(a) Deduce an equation which must be satisfied by 
the partial waves of any scattering amplitude which 
satisfies unitarity and has an unsubtracted Mandelstam 
representation. 

(b) Show that the partial-wave equation has a solution 
which may be constructed by iteration, and which is 
unique in a certain set 5 of functions. This is done 
under appropriate restrictions on the potential: notably, 
that it be suffiCiently weak, and such that an unsubtract
ed Mandelstam representation is valid, 

(c) Show that the usual partial-wave amplitude ob
tained from the Schrodinger equation lies in the set 5, 
and COincides, therefore, with the solution obtained in 
step (b). 

Thus, the partial-wave equation may replace the 
Schrodinger equation as the fundamental dynamical 

Copyright © 1975 American Institute of Physics 1886 



                                                                                                                                    

system of the theory, at least in the case of weak, suit
ably restricted potentials. 

Our real interest, however, is in the regime of strong 
interactions, in which the Mandelstam representation 
requires subtractions and in which it is difficult to car
ry out the existence proof of step (b). Fortunately, we 
know that the solution of the Schrodinger equation is a 
continuous function of the potential strength. A strength 
parameter ,\ can be inserted as a factor in the potential, 
and continuation of the partial-wave amplitude from 
small to large A presents no difficulty. Corresponding
ly, one expects that it should be possible to do the con
tinuation to large A in a pure S-matrix scheme based on 
partial-wave equations. The partial-wave scheme can
not be exactly the one studied here, since when the po
tential strength reaches a certain value, Regge poles 
of a(l, s) enter the right-half l plane. The Mandelstam 
representation then requires subtractions, the Watson
Sommerfeld representation has Regge pole terms as 
well as a ''background'' integral, and the equations re
quire modification. Whatever the difficulties of the 
strong-coupling case, the weak-coupling study carried 
out here is a necessary preliminary exercise, since it 
is prudent to start in a regime where the problem can 
be analyzed completely, and since certain problems of 
asymptotic behavior in l are probably common to the 
strong- and weak-coupling cases. 

One possible avenue to the strong-coupling regime, 
which is being studied by Johnson and Warnock, 4 is to 
replace the p:'\.rtial-wave dispersion relation of the 
present paper by an equivalent N/D equation. That 
method promises to allow a smooth continuation to large 
A, thus providing an autonomous S-matrix theory for 
arbitrary potential strength, in which scattering ampli
tudes and Regge trajectories could be computed without 
appeal to the SchrOdinger equation. One expects that a 
similar continuation from weak to strong coupling will 
be possible in the relativistic case, where coupling 
strength is gauged in terms of an appropriate general
ized potential. 4 Another approach is being followed by 
Atkinson, Frederiksen, and Kaekebeke,5 who investi
gate the existence of crossing- symmetric, unitary 
amplitudes with Regge trajectories and residues which 
are specified ab initio. 

In Ref. 2, the potential was required to have energy 
dependence, in such a way that it became weaker at 
high energy. In the present work we remove that re
striction, and deal with an ordinary energy-independent 
potential of Yukawa type. We were able to remove the 
restriction through a technical improvement in our 
treatment of the oscillations of Legendre functions. 
This improvement, which we think to be quite crucial 
for the further development of Regge theory, should 
also allow one to remove some of the restrictions im
posed in Ref. 3. In Ref. 3, crossing-symmetric partial
wave equations for relativistic meson-meson scatter
ing were analyzed. The method of analysis required a 
cutoff of the elastic unitarity term at high energy. Such 
a cutoff does not destroy crossing symmetry or elastic 
unitarity, the latter being required only at low energy. 
It would be interesting, nevertheless, to see if the cut
off could be removed. It is likely that our new method 
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of handling Legendre functions will allow removal of the 
cutoff and also lead to certain simplifications in the dis
cussion of Ref. 3. 

In Sec. 2 we establish notation and carry out step (a) 
mentioned above; i. e., we derive the dynamical equa
tion for the partial-wave amplitude. The equation is a 
partial-wave dispersion relation, in which the left cut 
term is expressed as a nonlinear functional of the 
partial-wave amplitude itself. Our expression for the 
left cut term is simpler than the conventional one, 1 

and involves fewer integrations. 

Section 3 is devoted to step (b); that is, we prove the 
existence of a locally unique solution of the equation, 
with a specified potential subject to certain conditions. 

In Sec. 4, we show that the solution of the partial
wave equation actually leads to a unitary amplitude with 
a Mandelstam representation, and discuss briefly the 
relation of this work to earlier work on potential 
scattering. 8,9 

2. DYNAMICAL EQUATION FOR THE PARTIAL
WAVE AMPLITUDE 

We discuss the non-relativistic interaction of two 
spinless particles of equal mass m, interacting through 
a potential VCr) which depends only on the inter-particle 
distance r. The potential will have the conventional 
Yukawa form, 

1 100 

rVer) = -2 dip(t) exp(- rt1/ 2). 
m 41'2 

(2.1) 

(Note: 1£= 1 throughout this work.) The range of the 
force corresponds to that of a two-particle exchange 
force, each of the exchanged particles having mass J1.. 
Equivalently, the range is the Compton wavelength of a 
particle of mass 2J1.. Note that we do not require m = J1.. 
The weight function pet) is subject to conditions speci
fied in Sec. 3. 

The reason for writing 4J1. 2 rather than J1. 2 as the limit 
in (2.1) is that we wish our equations to resemble the 
analogous relativistic equations as much as possible. 
For the same reason, we define a squared- energy vari
able s by 

S=4(q2+J1.2), (2.2) 

where q is the momentum in the center-of-mass frame, 

q= (2mE)1/2. (2.3) 

Of course, s *" E2, in general. Henceforth, we take units 
such that J1. = 1. The combination s - 4 occurs so fre
quently that we adopt a special notation, 

($ =s - 4. (2.4) 

The squared-momentum-transfer variable t is defined in 
the usual way, 

t= - 2q2(1_ z), z = cos/l, (2.5) 

where /I is the scattering angle. 

It is known9 that when pet) is suitably restricted, the 
scattering amplitude A(s, t) obeys a Mandelstam repre
sentation. If the potential is so weak that no Regge 
poles of the partial-wave amplitude enter the right-half 
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1 plane, then the Mandelstam representation requires 
no subtractions and has the form 

A(s, t) 

-11" p(t')dt' 1 foe '1 00

, pes', t') - - -, - + 2 ds dt (' ) ( , ) • rr 4 t -t 'IT 4 4 S -s t-t 
(2.6) 

The single-spectral function pet) is identical with the 
weight function of the Yukawa potential. The region in 
which pes, t) may be nonzero is determined by the re
quirement of unitarity. The boundary of the region is 
often deduced from Mandelstam's form of the unitarity 
condition for the double- spectral function. It may be 
obtained directly from our partial-wave viewpoint as 
follows. By reversing the order of the t' and z integrals, 
one obtains the Froissart-Gribov form of the partial
wave amplitude: 

a(l,s)=ij1 dzP,(z)A(s,f) 
-1 

= rr26- j'" dtQ,(l+ 2;) D(s, f), 

D(s,f)=P(f)+.! f'" dS'f(s',f). 
rr 4 s-s 

(2.7) 

(2.8) 

The reversal in integration order is justified for the 
amplitudes we construct (see Sec. 4). From the known 
behavior of Q,(z) at large positive 1 and a suitable bound 
on the t-discontinuity D(s, t), one concludes that the 
partial wave is bounded as follows at positive 1: 

I a(l, s) I ~ K[ZO + (z5 - 1)112]-', (2.9) 

zo=1+8/J. 

Here and in the following work, K is a generic positive 
constant which may have different values at different 
pOints in the argument. In Sec. 3, we show that (2.9) 
holds for our ampq.tudes. By unitarity, the absorptive 
part of the amplitude has the form 

As(s, t) = (l/2i)[A(s., t) -A(s_, t)] 
,. 

= L) (21 + 1) P,(l + 21/,,) q(s) a(l, s.) a(l, sJ, (2.10) 
1=0 

where 

j(s.) = lim few). 
o>-s.IO 

By (2.6), As may also be written as 

A ( t) = .! foe dt'p(s, t') 
s s, t' f • rr 4 -

(2.11) 

Since 

Ip,(z) I ~ K[Z + (z2 - 1)1/2]' (2.12) 

at positive 1, we see from (2.9) that the series (2.10) 
converges absolutely and uniformly in any closed region 
interior to the unifocal ellipse defined by the equation 

z + (Z2 - 1)1/2 = [zo + (z5 - 1)1/2)2, (2.13) 

z=1+2t/4. 

That is to say, AsCs, - 2q2(1_ z» is analytic in a unifocal 
ellipse in the z plane, with semimajor axis 2z5 - 1. 
When this assertion of analyticity is compared with 
(2.11), we see that the cut of As in the f plane must start 
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at f~ 16s/4, since z < 2z5 - 1 is equivalent to t< 16s/4 • 
Thus, p(s, t) is zero unless 

s ~ 4, t~ T(S) = 16s/4. (2.14) 

We shall now derive the dynamical equation by a 
series of formal steps. The manipulations will be 
formal in the sense that we shall not pay attention, in
itially, to all questions of convergence, etc. Having 
obtained the equation, we shall then prove rigorously 
that it has a unique solution in a certain set. From 
this solution we construct the complete scattering am
plitude A(s, t), and show that the latter is unitary and 
satisfies an unsubtracted Mandelstam repl'esentation. 
That is, the amplitude A(s, t) is the solution of our orig
inal problem. 

The derivation of the equation starts from the obser
vation that the double-spectral function may be ex
pressed in terms of partial waves at complex I. If a 
Watson-Sommerfeld transformation is applied to 
(2.10), one obtains the expression 

As(s, t) 

i ( dl(2l+1) 
=2" JRe,=w sinrrl P,(-z) q(s) a(l,s.) a(l,sJ. (2.15) 

We take - i < W < O. According to (2.11), the discontinu
ity of (2.15) over its cut in the t plane is the double
spectral function, 9 

pes, t) 

=2~ IRe,=w dl(2l+ l)P,(z)q(s)a(l,s.) a(l,sJ. (2.16) 

If A(s, t) is real analytic in sand t, it follows from (2.7) 
that 

a(l, sJ = [a(l*, sJ]*. (2. 17) 

Henceforth, it will be understood that a(l, sJ is defined 
by (2.17). Consequently, the function pes, t) as ex
pressed in (2.16) will be real. Equations (2.7), (2.8), 
and (2. 16) taken together constitute a nonlinear system 
satisfied by a(l, s). We take advantage of the support 
of p, as specified in (2.14), to replace the lower limit 
of the integral (2.8) by 

a(f) = 4t/ (t - 16). (2.18) 

(The function a is the inverse of T). The Froissart
Gribov representation (2.7) can now be stated as 

2 f" 2t) a(l,s.)=aB(l,s)+1Ti 4 dtQ, P+-;-
x.! ('" $-- ~ 1 dl'(21' + 1) 

11" J,,(O s -s. 2z Rel'=-e 

xP1' (1+ :~) q(s')a(l',s:)a(l',s~), (2.19) 

where aB is the Born term, 

2 (.. (2t) aB(l,s)=rr; J
4 

dtQ, 1+-;- pet), (2.20) 

and 0 < E < i. Equation (2. 19) may be regarded as a dy
namical equation for a(l, s.), with Rei == - E and s ~ 4. The 
equation as it stands is difficult to analyze, however, so 
that we have chosen to study an equivalent rearranged 
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form of the equation. In the new arrangement we carry 
out the t integration first and obtain (for Rel> - e), 

a(l, s.) =aB(l, s) + 1. f- ds:q(s') ( dl'(21' + 1) 
'IT 4 s - s. JRftr'=.e 

X a(l', s~) a(l', s~) A(l, 1', s, s'), (2.21) 

A(l,l',s,s')=-!- (wo dtQr~+~t) Pro (1+~), 
t'IT6 Ir(8') ~ \; 

(2.22) 

where T(S') was defined in Eq. (2.14). Equation (2.21) 
is suitable for our purposes in the open region 
Rel > - E, but for Rel = - E we must use a different ex
pression since the integral (2.22) diverges when 1 = 1'. 
We proceed by separating the part of A which diverges 
at 1=1'. We write A=A1 +A2, where 

At = i;6 (:~ r.l it:) dtQ r (1+ !~) P r, (1+ ~~) , 

(2.23) 

1 i" A2=-
i'IT 6 Tts' ) 

(2.24) 

The divergent part Al may be calculated in terms of 
Legendre functions, by using the Legendre differential 
equation and partial integration. The result is 

__ 1_ (~\ I l-zi 
Al - 2'ITi 6'} (1' -1)(1' + 1 + 1) 

x [QI(Zl) o.PI• (Zt) - PI' (zl) ° .QI(Zt)], 

zl = 1 +2T(S')/6'o (2.25) 

Standard asymptotic estimates on QI show that the in
tegral (2. 24) converges for Rel = Rel'; see Appendix C. 
For the term A1, the l' integration in (2.21) may be 
carried out by closing the l' contour by an infinite semi
circle in the right half-plane. The contribution of the 
semicircle vanishes if the functions 

a(l', s!) a(l', sD P"~ (Zt) 

and 

a(l', s:)a(l',s~) o.Pr,(Zt) 

(2.26) 

(2.27) 

vanish, uniformly in direction, as 11' I tends to infinity. 
This requirement is satisfied for any a(l, sJ of the class 
considered in Sec. 3. The contribution of At to the in
tegral (2.21) may be evaluated as the residue of the pole 
at 1 = 1'; if one notes the value of the Wronskian10 of P r 
and Q" one obtains 

['" s!~~. (!;) r q(s') a(l, s~) a(l, sD. (2.28) 

This is the familiar right-cut term of a dispersion rela
tion for the reduced partial wave amplitude l1 

b(l, s)=a(1,s)4 -'. (2.29) 

The new form of (2.21), obtained by the decomposition 
of A, is best stated in terms of the reduced amplitude. 
We write 
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b.(l, s) =F(b.; 1, s), 

where 

and 

F(b.;l, s) 

1 f" =bB(l,s)+-
'IT 4 

!S' q(l, s') b.(l, s') b.(l, s') 
s -s. 

+1.f" !s' ( dl'(21'+1)q(l',s') 
'IT 4 s - s Jaer'=_e 

x b. (1' , s') b _ (1' , s') G(l, l' , s, s') , 

Rel;;.-e, q(1,s)=q(s)6 1
, b.(l,s)=[b.(l*,s)]*. 

(2.30) 

(2.31) 

(2.32) 

The function G differs from A2 just by a kinematical 
factor: 

G(l,1"s,s,)=6;;' it:.) dtP,. (1+!~)~LQ,(1+2:) 

- J.i Q, (1 + ~~ ) J. (2.33) 

For the open region Rel > - E, we have the alternative 
form of F(b.; 1, s) by (2.21): 

F{b.; l, s) = bBCl, s) + 6 -, f" d~'q(s') r dl' 
'IT 4 s - s. lIter'= __ 

X (21' + 1) (6,)2r' b.(l', s') b.Cl', s') A(l, 1', s, s'), 

(2.34) 

In Sec. 3 we shall determine a solution of (2.30), 
which is to say that we shall find a fixed point of the 
nonlinear mapping F in a certain function space. The 
space will be such that when b. is one of its elements, 
the two forms of F, (2.32) and (2. 34), are equivalent 
for Rel> - Eo 

Equations (2.30), with F in the form (2.32), is a con
ventional partial-wave dispersion relation for b, al
though the left-cut term, the third term in F, appears 
in an unfamiliar form. The function G is a ''known'' 
function, in the sense that it is independent of dynamics 
and may be computed once and for all. In computing 
a solution of the equation only two integrations (over s' 
and l') are required to evaluate the left-cut term. In 
the conventional form of the left-cut contribution, 1 four 
integrations are required. 

3. EXISTENCE AND CONSTRUCTION OF SOLUTIONS 

In this section we prove that the dynamical equation 
(2. 30) has a locally unique solution in a Banach space 
B, when the potential is suitably restricted. The space 
B consists of all complex functions f(l, s) that are analy
tic in 1 for Rel> - E, continuous in 1 for Rel = - E, con
tinuous in s for s> 4, and such that the follOwing num
ber, the norm in B, is finite: 

Ilfll = Ilflll + Ilf112· (3.1) 

The subnorms over the Region 1 (- e.,; Rel.,; - t) and the 
Region 2 (- t < Rel) are defined by 
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11/111 = SUp 

+ SUp S).+W+Ol~-5 I/(l,S')-/(l,S)I) 
s')s"4 + Is'-slli , 

and 

We have defined the quantities 

w=Rel, 

l+=l+ Ill, 

and 

p(S) = (si/2+2)2. 

Also, we shall define and use the function 

u(6,f)=(Vt + -/6+t)2; 

note that 

peS) =u(J., 4). 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

Note that the elements of f3 decrease as l+ -~ as l - 00 

within Region 1 and as l+ -1/2 as l- 00 within Region 2; 
in addition they decrease exponentially as Rel - 00. 

The positive quantities E, v, ;\, 1;, and 0 appearing 
in the norm (3.1) are subject to the following 
constraints: 

E+20<t, 1;+20<E, t+0/2<v<1, t<;\<%-0/4, 

v/2 +;\ '" 1. 
(3.9) 

In other respects, they may be chosen arbitrarily. By 
contrast, in Ref. 2 it was required to take v (v + t in 
that notation) to be greater than 1, and the Born term 
bB was not an element of the Banach space for an ener
gy-independent potential. Our Born term will belong to 
f3. In fact, the last of the conditions (3.9) is imposed 
by the requirement that bB E f3. When bE f3, the func
tions (2.26) and (2.27) vanish as Il'l tends to infinity, 
uniformly in direction in the right-half l' plane. This 
follows from the upper bounds on P" (z) and (JeP" (z) 
given in Appendix A of Ref. 2. Consequently, the two 
forms of F, stated in (2.32) and (2.34), are equivalent 
when b Ef3. 

In proving various central results of this paper, we 
shall need to use certain special properties of Legendre 
functions of the second kind. To describe these proper
ties, let us define a function Qz ( J., t) by 

Qz(l+2t/")=,,Z+lQ,(J.,t). (3.10) 

Using the standard Laplace representation12 of Qz, we 
may represent Q, as 

Q,(6, f) = fo~ dO{J. +2t+ 2[t(" + t)]1/2 coshO}-O+l). 

(3. 11) 

R,(x) = fo~ dO[l + x(coshe - 1)]-0+1>. (3.14) 

Note that for 6 and t positive, x lies between 0 and t. 
We show in Appendix A that, for Rel> - 1 and 0 < x '" t, 
the function Rz(x) and its x derivative satisfy the bounds 

IR,(x) I <S K(l+x)-1/2, (3.15) 

(3. 16) 

and 

(3. 17) 

Let us pOint out that, whereas the z derivatives of Q,(z) 
become unbounded at large l., the transformations 
(3. 10) and (3.12) permit us to separate out an oscillat
ing part, such that the remainder R,(x) has bounded 
x derivatives. The Legendre function of the first kind, 
Pz(z), may be expressed in terms of Q,(z) and Q_'_i(z) 
by a standard identity q" J~ed in Appendix C, Eq. (C2). 
This identity yields the bound 

Ip,(1 + 2t/6) I <SK(U(6, t)/6 )W(l.x)-1/2, -t "'w'" - L 

(3. 18) 

Similarly, one may obtain bounds on the derivatives of 
PZ' 

We shall verify that F maps a certain ball of f3 into 
itself, in a weak-coupling regime in which certain re
strictions are placed upon the potential VCr). Specifical
ly, let us require that the real-valued function p(t) be 
differentiable for t ~ 4 and be subject there to bounds 

I pet) I "'cf-<l< I (t - 4)/t 11/2 (3,19) 

and 

(3.20) 

with ()/ > t. Furthermore, we shall place a restriction 
to be specified presently upon the magnitude of the con
stant c. The form of the bounds upon Ip I and Ip'l is 
chosen to include the case in which pet) - K(f - 4)1/2 as 
t - 4 +. One might expect that an effective potential 
based upon two-particle exchanges would lead to a 
Yukawa density p with such a crossed-channel thresh
old factor. We are not able to handle the case of "one
particle exchange, " in which pet) = O(t - 4), by the cur
rent procedure. 

Under conditions (3.9), (3.19), and (3.20), one may 
easily demonstrate that bB(l, s) and 0sbB(l, s) are analy
tic in l for Rel> - E, continuous in l along Rel = - E, and 
continuous in s ~ 4. In fact, we establish the following 
bounds in Appendix B for s ~ 4 and w= Rel ~ - E: 

(3.21) 

(3.22) 

It is convenient to factor the value of the integrand at and 
0=0 from the integral representation (3.11) to obtain 

QZ(4, t) =u-O+1) R,(x), 

where u('" t) is given by (3.7), 

x( 4, t) = (2/u)[t( 6 + t) ]1/2, 

and 
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(3.12) 

(3. 13) 

(3.23) 

The constant K appearing in (3.21)-(3.23) is independent 
of p, l, and s. The bounds (3.21)-(3.23) are sufficient 
to guarantee that the function bE(l, s) is in the Banach 
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space B, with any choice of (e,~, v, t, 6) subject to (3.9); 
and that its norm is subject to the bound 

(3.24) 

the constant KB being independent of p, and therefore 
of c. 

Let us express Eq. (2.30) as 

(3.25) 

We shall show that the operator K maps the space B 
into itself, in such a way that 

IIK(b.) II.,; K II b+ 11 2
, (3.26) 

where K is independent of b+. We define a closed ball 
5, centered at the origin in B, as the set of all b+ such 
that 

(3.27) 

By an analysis similar to that which yields (3.26), one 
may show that, for b+1, b+2 E 5, 

(3.28) 

From (3.24)-(3.28), one sees that if c is sufficiently 
small, one may choose a correspondingly small ball 
radius r such that F = b B + K is a contraction mapping 
of 5 into itself. It then follows from the contraction 
mapping theorem13 that Eq. (2. 30) has a unique solution 
in 5 and that the solution may be computed by iteration. 

In the remainder of this section, we shall establish 
that K maps B into itself in such a way that (3.26) is 
valid. We shall prove first that K(b+; l, s) is analytic in 
l and continuous in s, for Rel > - E, and that II K Ih 
.,; K II b + 112. This will be done by using the second form of 
K, as given in (2.34). We shall then demonstrate, with 
the help of the first form of K, (2.32), that K(b+; l, s) is 
continuous in land s for Rel = - E, and that the subnorm 
over Region 1 obeys the bound II K 111 .,; K II b+1I2. The 
bound (3.26) will then follow. 

The analysis of this section employs information upon 
b+(l, s) itself only for l in Region 1. But, of course, the 
mappings (2.32) and (2.34) are equivalent only if b+ de
creases exponentially in w in Region 2, as is the case 
when b+ is in the Banach space B. 

We shall make use of the following bounds upon 
b+(l, s) EB for l in Region 1 (- E";w"; - t): 

for s ~ 4, and 

I b+(l, s') - b+(l, s) I.,; II b+ II Is' - s 1° /l/-OSMW+O 

for s':;;. s ~ 4. 

To analyze K(b.), it is convenient to define the 
function 

C(l, s) =q(l, s) b+(l, s) b_(l, s). 

(3.29) 

(3.30) 

(3.31) 

It follows from (3.29) and (3.30) that C is subject to 
the following bounds for l in Region 1: 

IC(l,s)1 
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K II b+ 1\2 (6) 1/2+w 1 
.,; l}" s S2X-i/2+w , s:;;. 4, (3.32 ) 

I C(l, s') - C(l, s) I 
.:. Kllb+1I2 (,/) 1/2+w-5 Is'-sl5 
~ 1+ 2,,-6 s' s2:\-17 2+tD+& , 

s'~s~4. (3.33) 

Let us cast the expression (2.34) for K(b.) into the form 

P i'" ds' , i K(b.) = =-:-r -, - H(l, s, s ) + 41 H(l, s, s), 
11"6 4 s-s 

(3.34) 

where 

H(l, s, s') 

= JRel,=-, d1'(2l' + 1) C(l', s')( 6')1' A(l, [', s, s'), (3.35) 

with A defined by (2.22). The integral (2.22) is absolute
ly convergent when w = Rel > - E and Rel' = - E. We may 
directly apply (3.10)-(3.18) to establish the following 
bounds: 

16'1' A(l,l', s,s') I 

[
1 + (S') 1/4-']~ (~) W 

S s' ,pes) 

(3.36) 

K (l') 1/2 1 ( ) W 

.,; w+E l: se pes) 
s' 

(6 ')2 

(3.37) 

We use (3.32), (3.33), and (3.35)-(3.37) to get the fol
lOwing bounds for the function H(l,s,s'): 

IH(l,s,s') I.,; l+~)~~~I~E) :' (P(s») W [1+ (:) 1/4--J 

(
6 ') 1/2-, 1 

x S' (s,)ZX;:H/2 (3.38) 

and, for sl < s2' 

IH(l, s, sp - H(l, s, S2) I 
.,;: K II b+ 112 1 ( 6 ) 

~ l+ 1!2(w + E) s· pes) 

( 
') 1/2-0-25 1 

x ~ I' '16 S2 (sf)2X;:e-1/2+5 81 - 82 • (3.39) 

We may use the bounds (3.38) and (3.39) on the princi
pal value integral in Eq. (3.34), along with Lemma II 
of Appendix D, to establish that K(b+, l, s) is continuous 
in s for s ~ 4 and subj ect to the bound 

1 K(b l ) I.,;: K II b+ 112 1 [( )]-w +, ,s ~ W+E TTT2~ ps • 
+ 

We have thus established the required bound IIKII2 

(3.40) 

< K II b+ 11 2, and have shown that K is continuous in s. It 
remains to show that K(b+; l, s) is analytic in l for 
Rel> - E. One first notes that A(l, [', s, 8') is analytic 
in l, for Rel> - E, Rel' = - E, by virtue of uniform con
vergence of the integral (2.22) that defines A. Further, 
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(3.35) converges uniformly in l, so that H(l, 5, 5') is 
analytic for Rel> - E. To show that the principal-value 
integral in (3.34) is analytic in 1, we write the integral 
as 

1 foe ds' [ , s 
;;;-;-t -,- H(l,s,s )-,H{l,s,s)] 
1T~ 4 s - s s 

s [", ds' 
+;;;-;-tH(l,s,s)P '(' ). 

1T~ 4 S S - s (3.41) 

The first term in (3.41) is convergent uniformly in 1, 
thanks to (3.38) and (3.39), so that the required analy
ticity is apparent. 

We shall now study the expression (2. 32) for K{b., 1, s), 
which we write as 

(3.42) 

for 1 in Region 1. We shall show that K{bJ is continuous 
in 1 and s for ReI = - E. In addition, we shall establish 
these bounds: 

I I'" K II b. 112 1 
KR.L{b.,l,s) ~ l.v sX.w, 

and for S'?o s, 

IKR,L(b.,l,s') - KR,L(b.,l, s) I'" K 1~~}2 ':x.::t. (3.44) 

That is to say, the subnorm IIK(b')111 obeys the bound 

IIK(b+)111"'Kllb+112. (3.45) 

Let us establish (3.43) and (3.44) for KR , 

given by the expression 
which is 

P f"" ds' KR(l, s) == - -, - C(l, s') + iC(I, s). 
1T 4 s-s 

For ;\ > to we obtain bounds (3.43) and (3.44) for the 
second term in (3.46), from (3.32) and (3.33). Bya 
standard lemma on principal-value integrals, which is 
stated as Lemma I of Appendix D, we may conclude that 
the first term is continuous in s and subject to the 
bounds (3.43) and (3.44). Furthermore, one easily es
tablishes that KR(l,s) is continuous in 1 and s for ReI 
::= - E, by uniform convergence. 

To analyze KL , let us define the auxiliary function 

E(l,s,s') 

::= fRal , =ReT=w dl' (21' + 1) C(l', s') G(l, 1', s', s), 

with G defined by (2.33). Note that the integral (3.47) 
is equal to the I' integral appearing in (2.32). The con
tour displacement from Rel' == - E to ReI' == ReI is per
mitted by analyticity of the b" (1, s). It is evident from , . 
(2. 33) that G vanishes for s = s, so that the expresslOn 
for K L , 

1 foe ds' , 
KL(l, s) = - -I - E(l, 5, 5 ), 

1T 4 s-s 
(3.48) 

involves a nonsingular integration over s == s'. We es
tablish in Appendix C that G is subject to the following 
bounds [see Eqs. (C63), (C69), and (C70)]: 

I G(l, I', s, s') I ", K(l+I:)-1/ 2In(s + s'){1 + (s' /s)11 2+w] 

x[1 +lnl.z:][ly' - yj-t/2 + jy' +yj-1/2 

+ jyl_ (s'ls)1/2 y l-1/2+ ly'+(S'/s)1/2 y l-1/2], (3.49) 
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I asG(l, 1', s, s') I ", (,,(l.z:)1/2 1(1+ + 1:) ][1 + (s' I s)11 4.w] 

X (In(s' + s)/s ](1 +lnl.I:), (3.50) 

I as' G(l, 1', s, s') I < [,,(1.1.')1/2 I (1. + 1:))(1 + lnl.z:) 
X [In(s + s')1 ~ '][1 +( s' Is)3/ 4+w]. (3.51) 

We have adopted the notation y==lml, y' ==Iml' in writ
ing (3.49). It follows from (3.32), (3.33), (3.47), and 
(3.49)-(3.51) that E is subject to the follOwing bounds: 

I E(l, s, s') I 
", "I[ b. W(1 + InlJ (~'\ 

I. s') 
1/2+w 

x [(:,) 1/4 + (:) 1/2+W1, 

I E(l, S1' s') - E(l, s2, s') I 

In(s + s') 
(S,)2X+W-1l 2 

", ,," ~)l\~~,lnlJ (~;) 1/2+w (:)(fl;-f;~ 

X [(~) 1/4 + (:J 1/2+W] I
S

1 ;2s2 1
6
', s1 ~S2' 

I E(l, s, s1) - E(l, s, S2) [ 

<. " II b+ /1 2(1 + Inl.) (u )1/2+W-6 In(s + S2) 
~ l}-& /2 S2 (s1)2A+W-1/2 

x[ (Sf) 1/4 + (~) 1/2+W+6/4] ISt;t2!6, 

SI'" S2' 

(3.52) 

(3.53) 

(3.54) 

In (3.53), the Holder exponent 6' is required to satisfy 
the constraint 

6 < 6' < min(6 + t, 86). (3.55) 

In order to obtain Holder continuity of the integral 
(3.48), with respect to s and with exponent 6, we re
quire a HCilder continuity of E(l, s, Sf) with respect to s 
with an exponent 6' bigger than 6; cf. Ref. 14. 

We may now apply Lemma III of Appendix D, in con
junction with (3.48) and (3.52)-(3.54), to infer that KL 
obeys the bounds (3.43) and (3.44). [Even though the 
integral (3.48) does not require a principal-value defini
tion, the lemma may still be used. ] 

This completes the proof of inequality (3.26). The 
proof of the Lipschitz inequality (3. 28) is carried out 
by almost identical considerations. We have thus fin
ished the proof of existence of a locally unique solution 
of the dynamical equation (2.30). 

4. MANDELSTAM ANALYTICITY AND UNITARITY 

We have established the existence of a solution to the 
dynamical equation (2.30), under the conditions that the 
potential (2. 1) be sufficiently weak and satisfy inequali
ties (3.19) and (3.20). The solution is a member of the 
space B, defined in the first paragraph of Sec. 3, and 
is unique in a subset 5 of B, defined by (3.27). 

We shall now show that the solution b+(l,s) of (2.30) 
leads to a solution of our original problem, namely, 
the problem of finding an amplitude A(s, t) with an un-
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subtracted Mandelstam representation and unitarity. 
We shall show, in fact, that the required amplitude is 

1 I" dt'p(t') 1 ["1'" ds' dt'p{s', t') 
A(s,t)=; 4 ~ +? 4 4 (/'-t)(s'-s) , (4.1) 

where pes, t) is computed as follows in terms of the 
solution 0.(1, s) = ,r' a+(l, s) of (2.30): 

pes, t) = (1/2i) k.el'=-o dl l (2l' + 1) P" (1 + 2t/ 6 ) q(s) 

Xa+(l', s) a_{l', s), 

a_(l, s) = [a. (1 * ,s»)*. 

We shall first demonstrate that 

(a) p(s, t) has the proper support, as defined in 
Eq. (2.14), 

(b) pes, t) is Holder-continuous in both sand t, 

(4.2) 

(4.3) 

(c) the integral (4. 1) converges for all s and t interior 
to the cut sand t planes, and exists as a limit when s 
or t approaches its cut. 

To prove (a), we simply close the integration contour 
in (4.2) by an infinite semicircle in the right half-plane. 
Since o. E B, the contribution of the semicircle vanishes 
if t ~ 7(S); see Eq. (2.14). The integrand is analytic in
side the closed contour, so that p (s, t) '" 0 for t ~ 7(S). 

We prove (b) and (c) by applying the bound (3.8) on 
)Pz ) and a similar bound on IP:) to obtain the follow
ing inequalities: 

II (
6) 1/2-0 (s + t)1/4-e 

I p(s, t) I ~ I( II 0+ 2 S s2X:1I2-e tl/4 ; (4.4) 

I P(s1' t) - P(S2' t) I 

(
6 )112-e-6 (SI+/)1I4-e IS1-s216 

~I(lIo.jj2 S: Sl?)..-lfZ-et;lf4. s1 ' 
(4.5) 

(4.6) 

The conclusions (b) and (c) follow immediately. The 
integrations over Sf and t' may be carried out in either 
order. 

Our next step is to take the Legendre projection of 
(4.1), and then reverse integration order to put the 
result in Froissart-Gribov form. The Legendre pro
jection, call it a(l, s), is given by 

1 il a(l, s) == 2" dz P,(z)A(s, t) 
-1 

(4.7) 

2 ('" (2t) =:;;- J4 dtQ, 1+~ D(s,t), (4.8) 

D(s,t)=p(t)+! r'" dS'?(SI,t). 
1r la(t) s-s (4.9) 

The reversal of integration order is easily justified 
through use of the above bounds on p. Similarly, one 
may justify a further change in integration order, to 
show that the right side of (4.8) is equal to the right 
side of the dynamical equation (2.34), for s -s. and 
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Rel ~ - t. (Recall that e> t> 0, so that the difficult situ
ation Rel = Rel' does not arise). Consequently, a(l, s.) 
= a. (1, s); i. e., our solution of (2.30) is identical with 
the Legendre projection of A (s., t) for s ~ 4 and ReZ ~ - t. 

Note that aCt, s) is defined in the cut s-plane and that, 
for Rel~ -/:, 

a.(l, s) = [a.(l*, s»)* = (aCt*, s.)]* = a(l, sJ. (4.10) 

Henceforth, we may replace a.(l, s) by a(l, s.) in Eq. 
(4.2). We are now in a position to prove unitarity: 

(1/2i)[a(l, s.) - a(l, sJ]=q(s) a(l, s.) a(l, sJ. (4.11) 

This statement will hold even for complex 1, with 
Rel ~ - t. By applying (4.8), we see that the left side 
of (4. 11) is given by 

2 In" - dtQz(1+2t/6)p(s,f), 
1r 6 0 

(4.12) 

where we have extended the integration region to t = O. 
The latter step is permissible since the integral (4. 2) 
is identically zero for 0 ~ f ~ 4. We may now reverse the 
order of the f integration in (4. 12) and l' integration in 
the definition (4.2) of p to obtain 

~ ( dl' (2I'+I)q(s)a(l',s.)a(I',sJ 
t1r 6 JRe,,=_o 

xi'" dtQz(1+:t)PI' (1+~9 
==-2

1
. ( dl'(2I'+1)q(s) 

1rt lRez' =_f 

Xli(l', s.)ii(l', sJ l~ll 1+1~+1 

=q(s) li(l, sJ li(l, sJ. (4.13) 

This concludes the proof that the amplitude A of (4.1), 
which was constructed from the solution of Eq. (2.30), 
is unitary and has an unsubtracted Mandelstam 
representation. 

To show that the amplitude we have constructed coin
cides with that which would be obtained by solving the 
Schrodinger equation, we must establish that the 
Schrodinger reduced partial-wave amplitude, oS(I, s.), 
lies in the subset S of the Banach space B. To this end, 
we may appeal to the work of Bessis, 9 who has obtained 
bounds on bS for a class of potentials VCr), analytic in 
r for Rer> 0, and restricted for Rer> 0 as follows: 

IV(r)l~mlrl-p, p<2, 1rI~1, 

I VCr) I ~m exp(- J.i.o Rer) jrj-r, y> 7/4, J.i.o > 0, lrl> 1. 

(4.14) 

One may show that our potential, as specified in Eqs. 
(2.1), (3.19), and (3.20), satisfies the conditions of 
Bessis, with p ==~, y= 2; also, J.i.o = 2 with our choice 
of units. One may apply Eqs. (2.3)-(2.5) and (2.13)
(2.14) of Ref. 9 to show that 0"(1, sJ is bounded as fol
lows in our Region 1 (- € ~ ReZ ~ - t): 

108 (1, s.) I ~ I(m Inl.!6 1/2+10(1. + s1/2). (4.15) 

This result meets the requirements for membership in 
the set 5 (for sufficiently small m), as far as behavior 
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at large I+ and large s is concerned. The right side of 
(4.15) becomes infinite as s - 4, whereas the members 
of 5 are bounded and decrease at large l. even when s 
is close to 4. Bessis has also proved [see his Eq. 
(2.21)] that 

Ib"(l, sJ I ~/(m, 4 ~ 1. (4.16) 

This shows that bS is finite at s = 4, but it does not give 
the required simultaneous vanishing of bS at large I •• It 
seems likely, however, that this difficulty could be 
overcome by a more careful analysis at small 4 • 

There is a further difficulty in deriving the required 
properties of bS from the analysis of Bessis, in that 
Ref. 9 contains no discussion of Holder-continuity with 
respect to s. This means not only that boundedness of 
the second term in our norm IIfll1 of (3.2) is not veri
fied, but also that pes, t) is not proved to be Holder
continuous in s. The latter shortcoming means that 
Bessis has actually not shown that A(s, f), as given by 
the Mandelstam representation, approaches a limit as 
s tends to its cut. Again, we think it likely that Holder
continuity could be proved with some additional effort. 

Bessis has not discussed the behavior of bS at large 
ReI (i. e., 1 in our Region 2); we cannot infer, there
fore, that bS decreases exponentially at large ReI, or 
that II bs ll 2 is finite. Undoubtedly, this omission could 
be corrected with further work. We note that without 
this exponential decrease, the proper support of the 
double spectral function cannot be established either. 

We see that step (c) of our study of potential scatter
ing, as mentioned in Sec. 1 is not quite complete. There 
seems to be no serious doubt, however, that the remain
ing steps could be filled in. The most difficult step in 
verifying that bS E 5 is to show that bS has suitable 
bounds simultaneously at large s and large l+ in Region 
1. This much has been accomplished by Bessis. 
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APPENDIX A 

Here it is shown that the function R/(.x), defined by 
Eq. (3.14), is subject to the bounds (3.15)-(3.17) for 
ReI> - 1 + 1:, 1: > 0, 0 < x ~~. Before analyzing Rio let 
us change the variable of integration in (3.14) to 
v = cosh9 - 1, and define m = I + 1, to obtain 

(Al) 

We shall prove the bounds for Iml ~ 0, since they would 
then follow for Iml < 0 from the relation 

(A2) 

1894 J. Math. Phys., Vol. 16, No.9, September 1975 

Let us distort the v-integration contour so that it lies 
along the negative imaginary axis. The result is 

Rr~) = fo" dt [t(t+ 2i)t1/2(1_ it,xt"'. (A3) 

The integrand in (A3) may then be replaced by its 
modulus, and we find 

I R,(,x) 1< fo" dt r1/2 (tz + 4)-114(1 + tz,xZ)-mo/2 

x exp [- yarctan(tx»), (A4) 

where we have written m = mo + iy in (A4), with mo ~ 1: >0 
and y ~ O. Let us split the integral on the right side of 
(A4) into parts for which xf;;' 1 and xt ~ 1, respectively. 
For the first part, the integral is less than 

f .. dt 
T (tx)-"'O exp [- yarctan(tx)] 

1/x 

(00 dr 
= J 1 r1''''o exp [- yarctan(r)]. (A5) 

The arctangent in (A5) takes on its minimum value at 
r= 1, so that (A5) is less than 

/( exp(-1Ty/4). (A6) 

For the second part of the integral we obtain the bound 

fo 11 x dt r1/2 exp[ - y arctan (tx) J. (A 7) 

It follows from elementary considerations that, for 
o ~r~1, 

arctan(r) ;;'1I'r/4, 

so that an upper bound for (A7) is given by 

(Xy)-1/2 loy drr-1/2 exp(- t1l'r) ~ /(~y)-1/2. 

(A8) 

(A9) 

We may also bound the second term of (A4) by 

loti" dtr1/2(tz +4)-1/4 ~/(ln(l/x). (AlO) 

To obtain an estimate on IRzl that is useful at large mo, 
we work directly with (Al), which we replace by its 
modulus to obtain 

JRI(x) I ~ fo" dr [r(r + 2x)]-1/2 exp[- moln(1 +r)J. (All) 

We split the integral in (All) into the region r ~ 1, for 
which 10g(1 + r) ~ r log2, and r ~ 1. We obtain for mo> /; 
that 

IRz(.x)I~x-1/2 (1 drr-1I2 exp{-rmoln2) + joo f::"o Jo 1 r 

~ K(.xmot1/2. (A12) 

From (A6), (A9), and (AI2) we conclude that 

!R/(x)! ~ K(I.x)-1/2, (A13) 

which is the desired bound (3.15). 

To obtain the result (3.16) for I R~ I, we differentiate 
the representation (Al) with respect to x, and then inte
grate by parts to obtain 

R;(x) =_.! (00 dVV-1/2(V+2)-3/2(1 + vxt",. (A14) 
x )0 

One may majorize the integral in (AI4) by the same 
procedures used in the case of (AI). As a result we 
establish that 
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IR:(x) I"" 1<1+-1I2 x-3I2 , 

which is the inequality (3. 16). 

(A15) 

To get (3.17), we differentiate (A14) with respect to 
x and integrate by parts to obtain 

R~(x) = 3
2 

( .. dvv-1/2 (v+2)-5/2(1+vx)-m. (Al6) 
x Jo 

The bound (3. 17) is readily established from (A16) by 
techniques similar to the above; viz., we obtain 

I Rr(x) I ""l<l;1/2 x-5/2• (A17) 

Our analysis leads also to the results 

IR,(x) I "" I< !n(l/x) , 

IxR~(x) I ""I<, 

and 

(A1S) 

These bounds are not needed, however, in the present 
work. 

APPENDIX B 

We shall show that the partial wave Born amplitude 
bB(l, s), which may be determined from the Yukawa 
density p by Eq. (2.20), is subject to bounds (3.21)
(3.23) when p satisfies conditions (3. 19) and (3.20). 
Let us substitute (3.10) and (3. 12) into (2.20) to obtain 

2f'" b B(l, s) = - dfu( .s ,f)-'-l R,(x(.s ,t» pet). 
1T 4 

(Bl) 

We have used (3.7) and (3.13) to define the functions 
u(" ,f) and x( .s ,f). To demonstrate (3.21), we replace 
the integrand in (Bl) by its modulus and use (3.15) and 
(3.19) to obtain 

I< J'" 1 IbB(l,s)I""zrn dtlp(f)l 1/2 w+l 
+ 4 X U 

I< r'" dt 1 
"" 1.1/2 J4 ?£+fT4 ~, 

(B2) 

Here I+ and ware defined as in Sec. 3. We have used 
the inequalities a> t, u "" 4(.s + f), s "" pes) ""u(" , t), 
w + i> 0, in obtaining (B2). 

To demonstrate (3.22), let us integrate the expres
sion (B1) by parts to obtain 

1 1 f'" bB (l,s)=1i 1+1 4 dfu(~,t)-l-1 

x 0t[P(f) u(.s, t) x(.s , t) R,(x(.s, t))]. 

We have used the fact that p(4) = 0 and the relation 

ou 
x(.s , t) at (~ , t) = 2 

(B3) 

(B4) 

in getting (B3). It is straightforward to show by using 
(3.10)-(3.16) and (3.19)-(3.20) that 

I I I< ( t) 112 (s + f)3/4 
°t(PUxR,) "" 1.l/2 t- 4 t3/ 4+"" (B5) 

Let us apply the bound (B5) in (B3) to obtain 
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If. f" ( t ) 1/2 (s+t)3/4 I bB(I, s) I "" vn 4 dt f _ 4 u1+w (3/4+'" 

I< f'" (t) 1/2 (s + t)ll 4 
"" 1+372p(s)1l2+10 4 dt t=4 (374+'" 

"" l+3/2S1~4P(S)W • (B6) 

In the last step of (B6), one shows that the integral is 
of order slf4, by splitting the integral into the parts 
with t""s and f>s. 

To obtain the bound (3.23), let us change the variable 
of integration in Eq. (B1) to u and use relation (B4) to 
obtain 

1 i'" b B(l, s) = - du u-'-l pet) x(.s , t) R,(x(.s , t». 
7r p(s) 

(B7) 

The function t( ~ ,u)is defined implicitly through (3.7). 
We differentiate (B7) with respect to s to obtain 

0sba (I, s) 

1 f'" = - . du u-'-l 0sW(l) x( ~, t) R,(x( ~, t»). 
1T P(8) 

(BS) 

The contribution from differentiating the lower limit of 
(B7) vanishes because p(4) = O. We may show by routine 
estimates that 

I< ( t ) 1/2 1 1 Os (pxR,) I"" 1.112 [-4 u3/ 4 tf/4+'" • (B9) 

We insert (B9) into the integral in (B8), and obtain the 
following bound upon ° sb B : 

losbBI"" 1+~!2['" dt C~4) 112 uS/4":t3/4+'" 

"" 1.1/2 s5~4 p(s)w • (B10) 

Finally, we note in passing that if a> 1 in (3.19), one 
can obtain an upper limit on I b a I which does not de
crease when Iml - ""; namely, 

IbB(I,s)I<!.£ Ins (1)10' s p S 
(Bll) 

It is an intrinsic feature of the Born term that bounds 
reflecting more rapid decrease at large IImll are ob
tained at the expense of correspondingly less rapid de
crease at large s. The results (3.21), (3.22), and 
(Bll) illustrate this property of bB • The large s and I. 
dependence of these estimates cannot simultaneously 
be improved, if only conditions (3.19) and (3.20) are 
assumed for p. 

APPENDIXC 

The purpose of this appendix is to establish the 
bounds (3.49)-(3.51) for the function G(l,I',s,s'), 
which is defined by Eq. (2.33). We carry through the 
analysis for Rel' = ReI = w, where - E "" W "" - t, 
E < t, l; > O. The special case Im1 ~ 0 shall be analyzed 
here; the bounds for Iml < 0 follow from the symmetry 
relation: 

G(l, I', s, S/) = [G(l*, l'*, s, s')]*. (e1) 

The lower limit T(S') of the integral is defined by Eq. 

Frederiksen, Johnson, and Warnock 1895 



                                                                                                                                    

(2.14); we shall frequently use the fact that r(s') is 
greater than 16. 

Let us first use the identity 

tamrl' 
P" (z) == -1[- (QI' (z) - Q_"_l(Z)], 

along with (3.7) and (3.10)- (3.13), to write 

G- tan1rl' ( '1+21' G G) 
-~.s 1- 2 , 

where 

G2== J;'" dtu( .s', t)"R_I._1(x(.s', t» 

x[u(.s, ttI-1R,(x(.s, t» -u(.s', tt'-l R,(x( .s', t»]. 

(C2) 

(C3) 

(C4) 

The expression for G1 is obtained by interchanging l' 
and -I' - 1 in (C4). We shall carry through estimates 
upon G2, and then indicate how the results are altered 
for G1• 

One may show that the separate terms in the integrand 
(C4) behave at large t as lit, so that the integrals of the 
separate terms do not converge absolutely. There is a 
cancellation in the integrand of (C4) at large t, however, 
so that the integral (C4) is absolutely convergent. By 
contrast, each of the separate terms in G1 gives an ab
solutely convergent integral. To exploit this cancella
tion in the integrand, let us decompose the t integral 
in (C4): 

G2 == G21 + G22 '" ITT + IT<O, 

where 

(C5) 

T == (s + s')l:l}. (C6) 

[We shall write out the analysis as though T is greater 
than res'); if r> T, we have only the second term of 
(C5). ] The mean-value theorem, together with the 
bounds (3.15) and (3.16), may be applied to the last 
factor of (C4) to obtain 

I u(.s , t)-I-l RI (x(.s , t» - u(.s " t)-'-l R,(x(.s " t» I 
(C7) 

where IS <= min ( .s, .s '). Let us apply the bound (C7) to 
G22 to obtain 

I G22 1..;; K I s' - s I U;f2 lao dt (.s < + t)-3/2 r1/2 

";;K(11't3/ 2 Is'-sl 
+ + S' + s (ca) 

The estimate (Ca) verifies that Gn becomes small at 
large 1+ and, independently, at large I:; we obtain such 
a bound by having chosen T to be large at large s, 
s', l, or ['. 

By contrast, we choose not to exploit the cancellation 
at large t in G21 ; rather we write 

IG21 1..;; II(s',s) I + II(s',s') I, (C9) 

where 

(C10) 
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We shall obtain bounds upon I I(s, s') I; the bounds for 
I I(s', s') I follow as a special case. 

Let us replace each factor in (C10) by its modulus, 
and use the bound (3.15) upon the R's to obtain 

II(s s')I";;K(11't1/2jT dt (.s'+t) 1/4 .... 
, + + T (t( .s + t) ]1/2 .s + t • 

(Cll) 

The integral on the right side of (Cll) is conveniently 
analyzed by separating it into an integral from r to s' + s 
and an integral from s' +s to T. We may thereby estab
lish that the integral in (Cll) is bounded by 
K[(l, 1', s, s', t + w), where we have adopted the notation 

[(1,1', s, s', (:3) 

= [1+( :') IIJ In(s'+s)(l+lnU:>. (C12) 

In turn, II(s, s') I satisfies the bound 

1 I(s, s') I..;; K(U:t1/2 [(J, 1', s, s', t + w). (C13) 

(Actually, the factor In(s +s') may be replaced by 1 in 
(C13)]. Alternately, we may integrate (C10) by parts, 
taking u-r-1 dul dt as the term to be integrated, and then 
bound the resulting expression to obtain 

II(s,s') 1 ~K(1:>1/21+-3/2 

[ (
s' ) 1/4+w f T 

X 1+ - + 
s T 

dt (.s'+t)1/4+WJ 
t .s + t . (C14) 

We may treat the integral in (C14) as we did the one in 
(C11) to obtain the result 

I I(s, s') I..;; K(I:)1/2 1.-3/2 [(I, I', s, s', t + w). (C15) 

The bound (C15) is more stringent than (Cll) at large 
1., but it does diverge at large I.'. We may integrate 
(C10) by parts, taking u l

' dul dt as the integrated term, 
to obtain 

II(s, s') I..;; Kl+1I2 (1.')-3/2 

X [1+( :) 3/4+w + iT ~t( :'::) 3/4.W
] • (C16) 

A bound of the form 

II(s, s') \..;; KI/ 12(l+'>-3/2 [(l,l',s, s', t + w) (C17) 

is readily established from (Cl6). We emphasize that 
the bounds (C13), (C15), and (C17) are all valid when 
-E";;W..;;-t. 

To make an improvement in these bounds when both 
1+ and 1.' are large, we must take into account the os
cillations in the integrand (ClO) when both IImll and 
IIml'1 are large. We handle the oscillations in 
[u( .s " t)]I' and [u(.s , t) ]-'-1 by writing (C10) as 

1== ITT dtl(t)[g(t)]2i~, (Cla) 

where 

(
u(.s',t»)W 1 , 

I(t) == u(.s, t) u( .s, t) R,(x(.s, t» R_I• -1 (x(.s ,t» (C19) 

and 
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get) = (rt + .fiT+l)A 
( {T +..f4+t) , 

(C20) 

with 

y=Iml, y'=Iml', >"=y'/y. (C21) 

We shall use the bounds (C13), (C15), and (C17) if 
either I y I or I y' I is not large; the analysis of (C18) 
applies to the case in which both are large. 

Our procedure is to integrate (C18) by parts in order 
to obtain more stringent bounds at large l., which are 
not divergent at large 1+'. For the straightforward, 
though lengthy, analysis we shall need bounds onf, 
which are easily obtained through (3.15) and (3.16); 
namely, 

I f{t) I, I tf' (t) I 

(

41 + t) 1/4+10. 
.;; K (t( 4 + t) 1:1.]-1/2 4 + t (C22) 

The derivative of get), which plays a crucial role in 
the analysis of (C18), may be written as 

g' (t) = get) m (t), (C23) 

where 

1 (>.. 1) met) = urn (.~' +t)m - (4 + t)m • (C24) 

In the analysis we shall distinguish three cases, de
pending upon whether, for 4 .;; t .;; 00, met) is everywhere 
positive, everywhere negative, or neither: 

Case I (positive): >.. ~ >"M= sup[l, (s' /s)1/2]; (C25) 

Case II (negative): >"';;>"m= inf(l, (s'/s)1/2]; (C26) 

and 

(C27) 

Note that if s=s', Case III does not arise. We shall 
handle Cases I and II first; they are similar in that for 
either case one may integrate by parts, with g 2ht g' be
ing integrated, to obtain 

(1 + 2iy) I(s, s') =g2h+1 : I: -iT dtg2fY+1 0t (:) • 

(C28) 

We may write the derivative in (C28) as 

Ot(f/g') = (f' -fm' /m)/mg- fig. 

Then (C29) may be used in (C28) to give 

2iyI{s, s') 

(C29) 

=g2iY~ J: -iT dtg2i~[~ +fOt(!)] (C30) 

To handle (C30), it is convenient to note that 

,:ct) =2(t{ 4' +t)]1/2 [ >..- ( :'::) 1/2l1, (C31) 

lOt m
1(t)! ';;2[t(t+ 4

/ )]1/2 lOt [x- (:'::) 1/2111 

2 
+ tlm(t) I' (C32) 
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Thus, (C30) yields 

IYII.;;\~~~)I+/£~~)/+ iT 1~~t)1 (If'(t)l+i If(t) I) 
+ iT dt[t(t+4')]1/2If(t)IIOtI>..-(:'::rI2l1/. 

(C33) 

Now notice that the factor 

x=[ >..- (~/::r/2l1 (C34) 

is monotonic in t (increasing or decreasing, depending 
on the sign of s - S/) on the interval (4,00); i. e. , 

(C35) 

with a definite choice of the sign for fixed s - s' 0 This 
observation allows us conveniently to integrate by parts 
in the last term of (C33), after replacing If I by its up
per bound (C22). After integrating partially, and using 
(C22) and (C31) to treat the first three terms of (C33), 
we find that 

IYII .;; (lJ+1i/2 {[ 1 + (:) 3/4+W] (\ X{T) 1+ IX{T) I] 

f T dt (t+4') 3/4+w I} 
+ T t+4 Ix(t). 

T 

(C36) 

To complete the estimate of I, we note that I X I, being 
monotonic in t, is majorized either by its value at t = 4 
or by its value at t=oo. Consequently, for any inter
mediate value of t it is majorized by the sum of those 
values: 

(C37) 

When this result is applied in (C36), we obtain 

~ (')1/2)_1J[ (')3/4+W lyII';;K(l.1.')-1/2 V>..-11-1+ 1>..- : e+,: 
(Tdt (/+t)3/4+W] 

+ J T t d + t' (C38) 

By comparison with (C16) and (C17), this yields the 
required bound for cases I and II: 

II(s, s') I';;K(lJ.')-1/2 Uyl - yl-l + Iy' - e:) 1/2 yl-l] 

X[(l, l', s, s', t + w). (C39) 

This brings us to Case III, >"m < >.. < >"M' in which we 
must face the complication that g I (t) has a simple zero 
at 1= to E (4,00), with 

>"=(4'+10)/ (4+to)]1/2. (C40) 

We shall give the detailed analysis of I(s, s') for the 
case in which T< to < T. The remaining cases, to ~ T, 
to';; T, may be treated in a similar way. Let us divide 
the integral (C18) into three parts, as follows: 

(C41) 

Here 

11 = max[ T, to{1- 1'/)], t2 = min[to(l +11), T], (C42) 

where the parameter 1'/, to be speCified presently, is 
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restricted so that 0 ~ 7j ~ !. We integrate 11 and 13 by 
parts, to show that they vanish appropriately at large 
y, while the smallness of 12 at large y will be ensured 
through a suitable choice of 1/. Partial integration of 
12 is not possible, since the integral would then diverge 
at t= to. 

For 12, we simply use the estimate (C. 22) of f to 
obtain 

~ K1/(lJ.')-1/2 eel, I', s, s', t + w). 

(
/ + t) 1/4+w 
4 +t 

For the remaining integrals, we note that the right 

(C43) 

side of (C36) is an upper bound for 11 or 13, if the limits 
[T, T] are replaced by [T, t1], [t2, T], respectively. The 
requisite integration by parts may be carried through 
on each of these subintervals as X is monotonic and has 
a definite sign on each subinterval. We shall use this 
bound, after finding a new estimate for the factor X that 
occurs under the integral. 

To treat X, we substitute (C40) in the definition (C34), 
and rearrange the quotient to obtain 

X= (~+tO)(4+t) [(4'+tO) 1/2 + (/+t) 1/2]. 
(s - s)(t - to) 4 + to is + t 

(C44) 

Next, we make the essential observation that both X - 1 
and X - (s'/s)1l2, the quantities that occur in our pre
vious estimate (C37) of X, are proportional to s - s'. 
In fact, a little calculation shows that 

[ 
// + to) 1/2] 

s'-s=(X-1)(4+tO) 1+\~+to ' (C4S) 

and 

s-s'=[x-e:r
/2

] s~:~:o) [(:) 1/\ (:':~or/1 
(C46) 

By substituting one or the other of these expressions 
for s - s' in (C44), the choice depending on the dis
position of the variables to and s, we obtain the required 
bound on X. One uses (C45) when s ~ to and (C46) when 
s> to. The analysis is straightforward~ being based on 
monotonicity in t of [(is'+t)/(4+t)]112, but it involves 
a separate consideration of each of the possible inequali
ties between s, s', t, and to. The result is that 

I I K max(t, to) ( 1 1 \ (7) 
X ~ It-tol ~ + IX- (S'/s)1/2iJ' C4 

For the term 11 of (C41) we have t ~ to(1-1/) and 

max(t, to) ~1. (C48) 
It - to I 1/ ' 

whereas for 13 we have t?- to(l +1/) and 

max(t, to) .;: 1 + 7j 

It - to I 1/' 
(C49) 
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We can now majorize 11 or 13 by the right side of (C36), 
after replacing the limits [T, T] by [ T, t1] or [f2, T], re
spectively. We introduce (C47)- (C49) to obtain 

IYIrI+lyI31~ (lJ+~)1/2 * CX~ll + IX-(s'~s)1/2I) 

X [1+ (:') 3/4+w + iT ~t (tt+:4') 3/4+WJ. (CSO) 

By combining this result with (C43), we arrive at the 
following bound of the integral I: 

X{1/+* [1+(:') 1/2J [Iy'-yl-l 

+ k -(:) 1/2 yl-l]}. 
It remains to choose 1/. We define 

(CS1) 

0=(1 + (s'/s)1/4](jy' _ yl-1/2 + Iy' _ (s'/s)1/2 yl-1/ 2]. 

(C52) 

In the case 0 < 1 we put 7j = 0, which yields 

II( ')1"" K6{(l,I',s,s',t+w) 
s, s ~ (l.l/)V2 

~ (1.l+~)172 [ly'-yl-1I2+k- (S;y/2 yl-1/2J 

X {(l,l',s,s',!+w). (CS3) 

When O?- 1, the inequality (CS3) is a trivial consequence 
of (C13). Thus, we have shown that (C53) holds in Case 
III, if T< to < T. It is not difficult to establish (C53) also 
for the cases to ~ T, to?- T. For instance, if to';; T, we 
integrate by parts over the entire interval [T, T] if 
T - to ?- TO, but if T - to < T6, we integrate by parts only 
on the interval [to + T6, T], while integrating the bound 
of I f I straightaway on the interval (T, to + T6]. 

The result (CS3) is valid for Cases I and II as well 
as ill. Indeed, it is an immediate consequence of (C39) 
and (C13) in those cases. The bound is good in the 
event s = s', a situation which occurs only in Cases I 
and II, so that we see from (C9) that G21 is also major
ized by the expression in (C53). By using (C8), it is 
easy to show that G22 , defined in (CS), is subject to the 
same bound as G21• By (C5), the final result for G2 is 

[ I ( ') 1/2 y /-1/2] IG2(s,s')I< (l.l+~)172 ly'-yl-1/2+ y'- : 

X{(l,l',s,s',~+w). (C54) 

The function 4 '1+21' G1 of Eq. (C3) has an upper bound 
the same as (C54), except that y' is replaced by - y'. 
The proof of this assertion requires only slight modifi
cations of the arguments presented above. We again 
make a decomposition of the integral as in (C5): 

G1=GU +G12 =jT + j"'. (CSS) 
'r 'r 

We easily find that 4'1+21' G
12 

obeys (C8). As in (C9), we 
write 
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I~ '1+21' Gul E> IJ(s, S') I + IJ(s', S') I, 
where 

(C56) 

J( ') - '1+21' iT dt R" (x( ~ " t» R I (x( ~ , t» (C57) 
s,s -~ T u(~',t)I'+lu(~,t)hl' 

,The problems in bounding J{s, s') are easily reduced 
to those encountered in bounding l(s,s'). We find im
mediately that J obeys (C13), (C15), and (C17). To es
tablish (C53), we write in place of (C18) the expression 

J= J/ dtl(t)[k(t))-2ill, (C58) 

... . .& 11+2" , 
I(t)= [u(~',t)U(~,t)]l+w Rr(x(~,/»R,,(x(~ ,t», (C59) 

k(f) = (ft + ,f7Tf}). (ft + ...fi"+t). (C60) 

Now j(t) satisfies (C22), and, in analogy to (C23), 

~(f) = g(t) m(t), (C61) 

(C62) 

If m (f) has a zero at y' = Yo, then m (t) has a zero at 
y' = - Yo' By reviewing the discussion following (C18), 
one sees that the argument required for (C58) is the 
same as that for (C18), except that - y' plays the role 
that y' played before. We can then assert that the right
hand side of (C53) is larger than J(s, s'), if - y' is sub
stituted for y'. Since I tan1Tl' I is uniformly bounded for 
- E E> W ... 0, E <~, our final bound for G, obtained from 
(C3), is as follows: 

IG(l,l',s,s')1 

E> K(lJ.')-1/2 E(l, l', s, s', ~ + w) 

x[ly'_yl-1/2+ ly'+yl-1/2+ ly'_(s'/s)1/2 y /-1/2 

+ / y' + (s' / S)1I2 y 1-1I 2J, (C63) 

where 

Rel'=Rel=w, -€E>wE>/:, E<j, /:>0, 

Iml' = y', Iml = y, 

the function E being defined in (C12). The bound (C63) 
is equivalent to (3.49), the bound to be established for 
IGI. 

In the remainder of this appendix, we shall obtain the 
estimates (3.50) and (3.51) of the derivatives of G. We 
first notice that GsG and as' G are related as follows: 

Os,G+(~,) GsG=l~-,l G+ ;i Os' (:(s,'») P" (1+ 2~r(~'») 

x [Ql (1 + 2:(~')j_(; ') 1+1 Q, (1 + 2r~(S'») J. (C64) 

We majorize GsG, and then use (C64) to majorize as' G. 
By (C3) we have 

a G= tan1Tl' (4 11+21' a G _ a G) 
s ~ sl s2, (C65) 

where 

o .. G2=J;s') dtU(4',/)" R_l'_I(x(~',t» 

The formula for 0sG1 is obtained by interchanging l' 
and -1' -1 in (C66). 

The integral in (C66) is absolutely convergent, and 
we may employ (3.15) and (3.16) to show that 

I osG2 / E> K(l./l~)1/2(1/s) E(l, 1', s, s', t + w). (C67) 

Also, we may integrate (C66) by parts and use (3.15)
(3.16) to show that 

I osG2 1 E> K(l' ./l.)11 2 (l/s) E(l, l', s, s', t + w). (C68) 

Bounds the same as these are true for I d '1+2l' 0 sGi I, 
and are proved in the same way. Hence, 

I (lJ ')1/2 1 
osGIE>K 1 + I' - E(l,l',s,s',i+w). (C69) 

+ + + S 

Finally, we use this result in (C64), to bound 0s'G. We 
use (C2), (3.15), and (3.16) to handle the Legendre 
functions, and the result is 

I
" GI '" (1+1/)1/2 1 [(1 l' , .! + ) 
us' ~K 1 +1' -, "s,s ,4 w. 

+ + ~ 
(C70) 

The inequalities (C69) and (C70) are equivalent to (3.50) 
and (3.51), respectively. 

It is worth mentioning that the estimates (C69) and 
(C70) are not optimal, since we have not fully exploited 
the oscillations in the integrand of (C66). Nevertheless, 
our results are sufficient for the purposes of Sec. 3. 

APPENDIX D 

We shall state three lemmas concerning principal
value integrals, which are used at several stages of 
the analysis. These lemmas are proved by arguments 
in the spirit of Muskhelishvili's book. 15 For Lemma III, 
see also Pogorselski. 14 

Lemma I 

Letf(s) be a complex continuous function for SE [4, 00) 
which satisfies the following bounds: 

(Dt) 

and, for s' > s, 

C (''j9-6 Is' sl6 If(s') - j(s) I'" sa ;" 7' (D2) 

The positive constants c, a, 0, and 8 are subject to the 
constraints 0 < e and (II + 0 < 1. 

Then the function g(s), defined by 

(s) = !: 1" ~ j(s') , 
g 1T 4 s' -s ' 

satisfies the bounds 

Ig(s) I'" :~, 
and, for s' > s, 

KCfs' sl6 Ig(s') - g(s) I'" sa ----;- • 

The constant K in (D4) and (D5) is independent of the 

(D3) 

(D4) 

(D5) 

x O,,[U(4 ,W'-
1 Rr(x( d ,I))). (C66) particular choice of the functionj. 
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Lemma II 

Let f(s, t) be a complex continuous function for 
(s, t) E [4, 00) X [4, 00), which satisfies the constraints 

and, for s1 < S2' 

If(s1' t) - f(s2, t) I 

(D6) 

~c [1+ (7) 8 + e2) 8J (~r25 IS~~~6216 (D7) 

The constants a, {3, B, and ° are subject to the con
straints a> 0, 0> 0, a + 0<1, 0 < a - {3 < 1- 0, and 
8-26>0. 

We define the function g(s) by the principal value 
integral 

( ) -~ f'" d ,f(s', s) gs- s, 0 

. 11" 4 S -s 
(DB) 

Then for S E (4,00) it may be shown that g(s) is continu
ous and subject to the bound (D4) above, with the con
stant c the same as in (D6)-(D7) and with the constant 
K independent of f. 

Lemma III 

Letf(s, t) be a complex continuous function for (s, t) 
E [4, 00) X [4, 00) which meets the conditions 

If(s, 1)! ~ c ~t [ (i) 8 + (:!) rJ~) 8 (00) 

If(s, t1) - f(s, t2) I 

~c~[ (t) 8 +(~) r] (~rlt1~t215', t2 >t1, 

(D10) 

I f(s1, t) - f(s2' t) I 

(DU) 

The positive constants a, {3, i', 6, ()', e are subject to 
the constraints 

0' > (), (I> 0, O! > {3, a + 'Y < 1, ex + 0 < 1. (D12) 

Then 

1900 

I g(s, s) I ~ K C In: , (D13) 
s 

I g(S2, S2) - g(s1' s1) I ~ K C 1~1 I ~15, S2 "" s1' 
s1 I s1 

(D14) 
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where 

Pi'" f(s', t)ds' g(s,t)=-
11" 4 S' - S 

The constant K is independent of f. 
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Second-quantization representation for a non relativistic 
system of composite particles. I. Generalized Tani 
transformation and its iterative evaluation* 

M. D. Girardeau 
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(Received 31 January 1975) 

A method of constructing "atomic second quantization" representations is described, based on the 
mtroduction of redundant modes ("ideal atom variables") which are then given physical content by 
carrying out a suitable unitary transformation, the "generalized Tani transformation." In such a 
representation bound atoms or molecules are described by elementary Bose or Fenni operators, the field 
operators for nuclei and electrons referring only to unbound particles. The Hamiltonian thus obtained 
contains not only nucleus-nucleus, electron--electron, and nucleus--electron Coulomb interactions, but 
also atom-atom, atom-nucleus, and atom--electron Coulomb and exchange interactions, including 
breakup and recombination terms. All possible scattering and reaction channels are exhibited 
simultaneously in this transformed Hamiltonian. The method is applicable to any species or mixture of 
species of composite particles, but for simplicity the derivation is restricted here to the case of atomic 
hydrogen. 

1. INTRODUCTION 

There are many problems involving systems of com
posite particles in which their internal degrees of free
dom cannot validly be ignored. Examples are high
temperature gases and partially ionized plasmas, 
molecular gases, chemical and nuclear reactions, 
Cooper pairs in superconductors, ferromagnetism, and 
phenomena in quantum liquids and solids involving real 
or virtual molecular excitation. In these and other prob
lems, a representation in which the existence of the 
composite particles is treated kinematically, through 
use of appropriate composite-particle dynamical 
variables, is desirable. Recently several different 
methods1- 5 have been developed for obtaining such 
representations, in which bound composite particles are 
described by "ideal atom" annihilation and creation 
operators satisfying elementary Bose or Fermi com
mutation or anticommutation relations, and the unbound 
constituents are described by the usual elementary field 
operators. Of these various methods, it seems that the 
one' based on redundant modes and a generalization of 
Tani's canonical transformationS is both the simplest 
and the most easily generalized. Although the second
quantized Hamiltonian thus obtained is unitarily equiv
alent to the standard one in which only the field opera
tors for the elementary constituents appear, it is more 
convenient for calculations, since known information 
about the atomic and/or molecular structure and ex
change is kinematically built into the representation via 
the ideal atom operators and matrix elements involving 
atomic and/or molecular wavefunctions. The derivation 
was previously sketched in a highly abbreviated ver
sion. 4 The purpose of this paper is to develop a sys
tematic method of evaluation of physical operators in 
this new representation, to exhibit the various terms in 
the transformed Hamiltonian in explicit form, and to 
discuss their physical significance. We shall limit our
selves here to the case of atomic hydrogen, for sim
plicity. The application to N-electron atoms has been 
discussed in connection with the theory of ferromag-
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netism, 7 but only those terms in the transformed 
Ham iltonian relevant to the ferromagnetism problem 
were considered there. 

2. FORMULATION 

Consider a system composed of hydrogen atoms, un
bound protons, and unbound electrons (e. g., a partially 
ionized atomic hydrogen plasma). The standard "first
principles" approach to the study of such a system 
would be to formulate the quantum-mechanical many
body problem for the system in terms of states and ob
servables expressed in terms of the SchrOdinger 
dynamical variables of protons and electrons only, or, 
equivalently, in terms of the second-quantized proton 
field operators zjJ(X) and zjJt (X) and electron field opera
tors zjJ(x) and zjJt (x). Here X = (R, O"p) where R is the pro
ton position vector and 0" p its spin variable (= t or ... ); 
similarly, x = (r, 0" e) with r the electron position vector 
and 0" e its spin variable (again + or "'). In this represen
tation the nonrelativistic Hamiltonian H is 

H = Tp + Te + Vpp + Vee + V pe' 

Tp = J dXzjJt (X) T(X) zjJ(X) , 

Te = J dxl/l(x)T(x)l/!(x), 

Vpp = t J dX dX'I/l (X)l/!t (X') V(XX')zjJ(X') l/!(X) , 

Vee = t J dx dx'l/!t(x)zjJt (x') V(xx')zjJ(x')zjJ(x), 

Vpe = J dX dx l/!t (XW (x) V(Xx) zjJ(x) zjJ(X) , (1 ) 

where I dX stands for L:ap I d3R, I dx stands for L:ae I d3r, 
T(X) and T(x) are the single-proton and Single-electron 
kinetic energy operators plus external potentials (if 
present), and V(XX'), V(xx') , and V(Xx) are the proton
proton, electron-electron, and proton-electron Cou
lomb interaction potentials. If such a representation is 
employed, the presence and properties of bound com
posite particles (here hydrogen atoms) are not explicit 
in the algebra of observables, but must be inserted es
sentially as boundary conditions on the state vectors. 

Copyright © 1975 American Institute of Physics 1901 



                                                                                                                                    

For many-particle state vectors representing a system 
of nonzero density, this is a highly nontrivial problem. 
It is possible, however, to find a unitary transforma
tion U such that U-iHU, although in principle containing 
the same physical information as H, contains explicit 
"atomic dynamical variables" representing bound 
atoms, as well as proton and electron variables for the 
unbound constituents. Such a representation is more 
convenient for calculations since dynamical processes 
such as atom-atom, atom-proton, and atom-electron 
scattering, atomic ionization and recombination, etc. 
are exhibited explicitly in the Hamiltonian and are 
thus amenable to physical interpretation and physically 
motivated approximation procedures. Furthermore, 
representation of atoms by their own Bose of Fermi 
variables facilitates application of standard many-body 
calculational techniques (Green's functions, Wick's 
theorem, etc.) to problems where both bound atoms 
and their unbound constituents play an essential role. 

As a preliminary to construction of the appropriate 
U, let us define the "physical-atom annihilation and 
creation operators" A", and At,.. Let {¢ ",(Xx)} be the 
orthonormal but not completeS set of bound hydrogen
atom wavefunctions. The second-quantized state vec
tor I ¢a) representing a single hydrogen atom in state 
¢'" is 

(2) 

where I 0) is the normalized vacuum (no-particle state) 
and A~ is the physical-atom creation operator 

At,. = J dX dx.¢,,(Xx)7fl (X)7fl (x). (3) 

The corresponding annihilation operator A", is defined 
as A", = (A ~)t. More generally, a state containing only 
bound atoms is a linear combination of atomic product 
states At,.i ... At,.n 10). In order to write down the com
mutation relations satisfied by these operators, it is 
necessary to adopt a definite convention regarding the 
commutation properties between the proton and elec
tron fields. Although our treatment is nonrelativistic, 
it is convenient nevertheless to adopt the standard 
dogma of relatiVistic field theory; "Kinematically in
dependent fermion fields anticommute. ,,7 Thus we 
take the proton and electron field operators to anti
commute with each other. 9 Then with the standard anti
commutation relations for the proton and electron fields 
separately, we have 

[1/!(X), 1/!(X')]+ = 0, [7f!(X), 1/!t (X')]+ = 5(X - X'), 

[1/!(x), 1/!(x')]+ = 0, [1/!(x), 1/!t (x')]+ = 5(x - x'), 

[1/!(X), 1/!(x) J. = [1/!(X), 1/!t (x)]. = 0. 

It is then straightforward to verify that the Aa and At,. 
operators satisfy the commutation relations 

[Aa,AB]ooO, [A a,A1]=5"'B+ C"'B' 

[1/!(X) , Aa] = [1/!(X) , A",) = 0, 

[1/!(X),At,.]ooJ dX¢a(Xx)1/!t(x), 

[1/!(x) , At,.] = - J dX¢a(Xx)1/!t(X) 

where the bracket [A, B] with no subscript denotes the 
commutator, and 
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(4) 

(5) 

C aB = - J dXdX'KaB(X,X')l/l(X)1/!(X') 

- J dxdx'KaB(x,x')1/!t(x)1/!(x') (6) 

where the "exchange kernels" K aB are defined as iO 

KaB(X, X') = J .¢:(X'x) ¢B(XX) dx, 

KaB(x,x') = J ¢:(Xx') ¢B(XX) dX. (7) 

The presence of the operator CaB in the commutation 
relation between Aa and A1 is a kinematical manifesta
tion of the composite nature and internal structure of 
hydrogen atoms. Similarly, the fact that the commuta
tors [1/!(X),At,.] and [1/!(x),A~] are nonvanishing is a con
sequence of the lack of kinematical independence of 
hydrogen atoms from proton and electrons. We note, 
parenthetically, that the anticommutativity of the proton 
and electron fields was used in deriving the commutation 
relations of the proton and electron fields with the A a 

and At,. operators. It would also be consistent9 to take 
the proton fields to commute with the electron fields. 
However, the second, third, and fourth lines of (5) 
would then be replaced by anticommutation relations, 
which would be less convenient for the subsequent 
development. 

The interpretation of the kernels K "'B as arising from 
exchange of electrons or protons between atoms a and 
{3 is intuitively clear from their definition. Since inter
atomic exchange can only occur when the atomic wave
functions overlap, we expect the K aB, and hence CaB' 

to vanish in the limit of vanishing overlap. To see that 
this is indeed the case, suppose that two atoms with 
wavefunctions ¢ '" and ¢B (a '* (3) are localized in dis
joint regions R a and R B, in the sense that 1>a vanishes 
unless both R ER a and r ER a, and Similarly for 1>B, 
where R a and R B are disjoint. It is then easy to see that 
both of the kernels K ",B [Eq. (7)] vanish identically in 
their arguments, and hence the operator CaB also 
vanishes. This confirms our physical expectation that 
the commutator [A a,A1] should vanish for a '* {3 when 
the atoms a and (3 do not overlap. On the other hand, 
the diagonal elements K a'" and hence the operator C aa 

do not vanish; they represent exchange effects of strong
ly overlapping atomic wavefunctions. Similarly, one 
can interpret the nonzero expressions (5) for the com
mutators [1/!(X) , At,.] and [1/!(x),At,.] as representing the 
kinematical effects of exchange of an unbound proton or 
electron with the atomic proton or electron. It is clear 
from (5) that [1/!(X) , At,.] vanishes identically if ¢a is 
localized in R a and the proton position R is outside R a 

and similarly [1/!(x),At,.] vanishes identically if the elec
tron position r is outside R "" 

The nontrivial commutation relations (5) would lead to 
computational difficulties if one were to employ the A", 
and At,. operators as atomic dynamical variables. E. g. , 
the atomic product states A 'at ... A ~n I 0) are neither 
orthonormal nor independent of the proton-electron 
product states 1/!t(Xt)" '1/!t(Xn)1/!t(Xt)" '1/!t(xn) I 0). A 
related difficulty is that Wick's theorem only applies to 
operators satisfying elementary Bose or Fermi com
mutation or anticommutation relations. To overcome 
these difficulties, we employ the familiar "redundant
mode" technique. Define the "Schrodinger state space" 
5 as the space of all normalizable t1 linear combinations 
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of proton-electron product states l/l(X1)·· • zp' (X",)ZP'(X1) 
•• • 11" (x,) 1 0) with arbitrary m and l. Also define a com
pletely independent HUbert space A , the "ideal atom 
space, " as the space of all normalizable linear com
binations of "ideal atomic product states,,12 a~1 •.. a~n 1 0) 
with arbitrary n, where, by definition, the a .. and a~ 
satisfy elementary Bose commutation relations 

[a .. , a8] = 0, [a .. , a1] = 6"8' (8) 

Finally, define the "ideal state space" j to be the direct 
product space j = S0 A. Since the ideal atom operators 
are kinematically independent of the proton and electron 
fields, they satisfy 

[a .. , !J!(X)] = [a .. , !J!t (X») = faa, !J!(x)] = [a .. , lpt (x») = 0 (9) 

onj. The commutation relations (8), initially defined 
onA, are also valid onj, as are the commutation 
relations (5). 

The basic idea is now to establish a one-to-one cor
respondence between "physical state vectors" in Sand 
"ideal state vectors" contained in a certain subspace of 
j. On the one hand, such an approach is in the same 
spirit as Dyson's treatment of the Heisenberg model, 13 
wherein such an "ideal state space" was introduced in 
order to circumvent the problem of the non-Bose com
mutation relations of spin-wave annihilation and crea
tion operators. On the other hand, the method we shall 
use to set up the correspondence between 5 and.9 , 
namely that of initially interpreting the ideal atoms as 
"redundant modes" and then giving them physical con
tent by carrying out an appropriate unitary transforma
tion U, is closely related to the Bohm-Pines theory of 
plasma oscillationsi4 and to some treatments of collec
tive modes in nuclei. 

We note first that the SchrOdinger space 5 is trivially 
isomorphic with the subspace j 0 of j conSisting of those 
1 rJ;) Ej which satisfy the constraints 

aa!rJ;) =0, all a, 1!J!)E.9o, (10) 

i. e., they are eigenstates of all the ideal atom occupa
tion number operators N a = a~aa with eigenvalues zero. 
Equivalently, j 0 is the subspace of IZP) E j satisfying 

Na I!J!) = 0, I!J!) Ej 0 (11) 

where Na is the ideal atom total number operator 

N a =6 a~aa. 
a 

(12) 

Thus in j 0 the ideal atoms are "redundant modes" 
(totally unoccupied), which makes the isomorphism with 
S trivial and obvious. 

We next try to find a unitary transformation U which 
in some sense shifts the description of bound atomic 
states to the aa and a~ operators, so that they acquire 
physical content (note, again, the close analogy with 
the Bohm-Pines theory). 14 For the case of one-atom 
states, this is easy to do. The physical atom state (2) 
is transformed into the ideal atom state a~ I 0) by the 
operator a~a: 

(a~a)A~IO) =a~IO), (13) 

as is easily verified by Eqs. (5)- (9). Although the 
operator a'.,.A", is not unitary, one can construct a uni-

1903 J. Math. PhY5., Vol. 16, No.9, September 1975 

tary operator U which does the same job, as follows . 
Define the antihermitian operator F by 

F=6(a~a-A'aaa). (14) 
a 

Then one readily verifies that 

FAt .. I 0) =a~lo), Fat", I 0) =_At",IO). (15) 

Define the unitary operator Ute) by 

Ute) = exp(EF). (16) 

Then by expansion of the exponential and iteration of 
(15) one can verify that 

U(E)A'aIO)=(l- ;~ + :~ -")A~lo) 

+ (E - E. + ~ - ... ) at I 0) 
31 51 '" 

= (cosE)A~! 0) + (sinE)a~ I 0). 

If we define U by choosing E = 1T/2, 

U = exp[(1T/2)F), 

then our goal of constructing a unitary U such that 

UA~lo)=a~lo) 

(17) 

(18) 

(19) 

is achieved. We call U a "generalized Tani transforma
tion" since it is an obvious generalization of a trans
formation employed by Tani6 to formulate the theory of 
Single-particle scattering by a potential with a bound 
state. There is also a chose connection with the "quasi
chemical equilibrium" theory of Blatt and Matsubara. 15 
However, we work with a unitary transformation U, 
whereas Blatt and Matsubara employed a nonunitary 
transformation which, in our notation, is expO';", a~",). 
The unitary transformation has the advantage of pre
serving hermiticity of observables, the eigenvalue spec
trum of the Hamiltonian, normalization and more gen
erally matrix elements, etc. Bohm and Pines also 
employed a unitary transformation. 14 

The effect of U on a many-body state is more com
plicated than (19). However, in the approximation in 
which C"'B in (5) may be neglected (we have seen already 
that this is the case in the zero-density limit), U con
verts a physical-atom product state into an ideal-atom 
product state. To see this, note first that 

UAt ... At 10' = (UAt U-1)(UAt U·1) .. ~ (UAt U-1) I 0' 
"1 "n ~ "1 "'2 "'n ~ , 

since16 

Flo) = 0, U I O} = I O} . 

The unitary transforms in (20) can in principle be 
evaluated from the multiple commutator expansion 

UA~U·1 = exp(~ F)Af", exp (- ~ F) 

=A' + t (- ~/2)J [At F] 
'" J=1 J! a, J 

(20) 

(21) 

(22) 

where [At .. , F]J denotes the multiple commutator defined 
recursively by 

[A'"" F]1 = [At", F], [A:, F]J+1 '" ((A~, F]J> FJ. (23) 
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It follows from (14) and (5)-(9) that 

[A~, F] = - a~ - L;a1c8a , 
8 

[A~, F] =A~. (24) 

In the approximation in which CaB in (5) is neglected, 
only the term - a~ in the top line of (24) is to be re
tained, so that (22) becomes 

VA:V-1 :o:A: cos (IT/2) +a~ sin(lT/2) =a~. (25) 

In the same approximation, (20) reduces to 

VAt "'At /O):o:at ···at /0) (26) 
"'1 an "'1 "n' 

In fact, this approximation becomes an exact equality if 
the atoms are all localized in a set of mutually disjoint 
regions. This is proved in Appendix A. The physical 
interpretation is that in the zero-density limit, bound 
hydrogen atoms behave like elementary bosons, and the 
physical-atom product states behave like orthonormal 
product states of elementary bosons. 17 This is already 
physically obvious without introducing the transforma
tion V. The advantage of the use of such a transforma
tion is that it will enable us to introduce Bose dynamical 
variables for bound hydrogen atoms into the problem in 
a physically meaningful way even at realistic densities, 
where the internal atomic structure and exchange ef
fects are important. 

Since the transformation V is constructed in such a 
way as to replace phYSical-atom variables A~ by ideal
atom variables a~, one expects that in a physical situa
tion where no bound atoms cP", can form, the transfor
mation V will have no effect, i. e., it will behave like 
the unit operator. In fact, suppose that I1/!) is a state 
of electrons only, or of protons only [so that bound 
atoms cp,,(Xx) cannot be present]. Then it follows 
trivially from (3), (14), and (18) that 

F\<)!)=O, V\<)!)=/<)!). (27) 

More generally, suppose that all the QI indices occur
ring in (14) refer to atoms CPa localized in some region 
«., in the sense defined in Appendix A, and suppose that 
I ¢) is any state in which all the protons and electrons 
are localized in a region «.', where «. and «.' are dis
joint. Then it is easy to show that (27) still holds. This 
justifies the interpretation that after the transformation 
V, the proton and electron field operators refer only to 
unbound protons and electrons. 

In addition to the ideal-atom number operator (12), 
consider the proton and electron number operators Np 
and Ne: 

Let I <)!) be any m-proton, l-electron state in the sub
space18 .90 [Eq. (11)]: 

(28) 

N.I¢)=o, Np !1P)=m!¢), N e !1/!)=Z!1P). (29) 

Let I <)!) be the image of such a state under the general
ized Tani transform: 

II/J) = VII/J), 1I/J)=V-1 1I/J). 

It is clear from (14), (18), (12), and (27)-(29) that 

[(Na+Np), V)=[(Na+Ne), V]=O, 
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(30) 

(31) 

The phYSical interpretation is that in I <)!) the total num
ber of protons is the sum of the number of atoms (each 
containing one proton) and the number of free (unbound) 
protons, and Similarly for the total number of electrons. 
More generally, if A is any physical observable on the 
Schrooinger state space S, expressed in terms of proton 
and electron field operators, one has 

(32) 

the first following trivially because A does not contain 
aa and a~ operators, whereas the second and third fol
low from conservation of the numbers of protons and 
electrons. Then with (30) one has 

(33) 

This establishes two supers election rules: For any 
physical observable A, its generalized Tani transform 
V-1AV has nonvanishing matrix elements only between 
states with the same eigenvalue of N. + Np , and also the 
same eigenvalue of N. + Ne• These supers election rules 
are merely the transforms, under V, of the usual 
particle number selection rules. They have important 
consequences for the structure of transformed ob
servables V-1AV. E. g., we shall find that U-1HV has 
terms representing the breakup of an atom into a proton 
and an electron, but, as expected physically, none with 
the "wrong" numbers of outgoing particles of various 
species. 

States I <)!) related to states I1/!) E!)o by (29) define a 
subspace of .9 which we shall denote by.9PhYs' Symboli
cally, one can write 

(34) 

!)PhY. is the subspace of those states I <)!) E.9 satisfying 
subsidiary conditions which are the transform of (10): 

(U -la", V) / i/J) = 0, all QI, I i/J) E .9PhYs, 

or equivalently, by (11), 

(U-iN.V) I <)!) = 0, lIP) E jphY'. 

(35) 

(36) 

For any two physical states lIP), I I/J') E S, there are 
essentially identicali8 states in .90, which have images 
11/!), I <P') E .9pbys. Any calculation in the conventional 
Schrodinger space S is equivalent to a calculation in 
.9PhY •. E. g., for any observable A, one has trivially 

(¢ IA !1P') = (<P! V-1AV/ ¢'). (37) 

As mentioned before, the advantage of carrying out the 
calculation in .9PhY. is that processes involving existence, 
excitation, and ionization of bound atoms are then built 
explicitly into the algebra of observables and hence are 
exhibited explicitly in V-1AV. Discussion of the trans
formed subsidiary condition (36) will be deferred until 
Sec. 5. We note here only that the subsidiary condition 
is dynamically consistent, in the sense that the original 
Hamiltonian (1) commutes trivially with N. [Eq. (12)] 
and hence the same holds for the transformed operators: 

(38) 
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3. EQUATIONS OF MOTION AND ITERATIVE 
SOLUTION 

The multiple commutator expansion (22) used in 
evaluation of the approximation (25) is not useful for 
evaluation of more accurate expressions for the trans
forms. The reason is that even the "zero order" ap
proximation (25) involved summation of infinite series. 
As soon as the operator term CaB in (5) is taken into ac
count, the infinite series generated by the multiple 
commutator expansion are more complicated, and 
there is little hope of recognizing the general terms of 
the relevant series and of summing them. What is need
ed is a more efficient method of evaluating the trans
forms, such that the evaluation of the zero order ap
proximations is trivial. Then one can expect that the 
problem of finding the low-order corrections due to 
atomic structure (i. e., due to the CaB) will be tractable. 

The "equation of motion" method provides such a 
method of calculation. Define U(E) by (16), and, for 
any operator A, 

A(e) E U-i(E)AU(E). 

Then with (18) one has 

A(O) =A, A (1T/2) = U-iAU. 

(39) 

(40) 

Differentiation of (39) yields the "equation of motion" 

~E) = [A(E), F(E)] = exp(- EF)[A, F] exp(eF). (41) 

We need the explicit forms of (41) for the cases A = aa, 
A =Aa, A = 1/I(X), and A = I/J(x). Using the commutation 
relations (5), (8), and (9), one finds with (14) 

daa(e) =A (E) 
de a, 

dA a(e) "" --= - aa(e) - w C aB(e)aB(e) , 
de B 

~l/I~:,E) =- 'It! dX¢a(Xx)i/l(x,e)aa(e), 

OI/Ji:,E) = ttl dXCPa(Xx)I/J'(X,e)aa(e) 

where, by (6), 

C as(e) = - J dX dX'Kas(X, X') 1/1' (X, E)1/I(X', E) 

- J dxdx'Kas(x,x')I/J'(x, E)1/I(X', e). 

(42) 

(43) 

Equations (42) and their Hermitian conjugates are cou
pled, nonlinear differential equations for the unknown 
operator functions aa(E), Aa(e), l/I(X, f), 1/I(x, e), and their 
Hermitian conjugates. In view of their nonlinearity, 
they cannot be solved in closed form. However, it is a 
straightforward matter to solve them iteratively (meth
od of successive approximations) starting with the zero 
order approximations discussed previously. In fact, 
these zero order solutions are themselves most easily 
found by approximate solution of (42). In the approxima
tion in which the atoms behave like elementary bosons, 
and hence the term Cas in the commutations (5) is 
dropped, the first two differential equations (42) reduce 
to 
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(44) 

By differentiating the first of these again and substitut
ing from the second, or vice versa, one finds 

cPal,O)(e) __ <O)() cPA~)(e)=_A<O)() 
dE2 - aa e, de2 a f, 

which have the general solutions 

a~)(e) = Col COSE +da sine, 

A~O)(e) = fa COSE +g" sinE 

where Ca,da, fa, and ga are operator "constants of 
integration" to be determined from the "initial 
conditions" 

(45) 

(46) 

a~)(o) =aa, A~O)(O) =Aa (47) 

[note Eq. (40)]. Determining the coefficients in this 
way, one finds 

a~O)(E) = a" cose +Aa sine, 

A~)(e) =Aacose - aa sine, (48) 

which reduces to (25) if e = - 11/2 [note that U( - 11/2) 
= U-i ]. In the same approximation, the A" and At,. opera
tors should be regarded as kinematically independent of 
the I/J and 1/It operators (as they would be if the atoms 
were elementary), and hence the commutators 
[I/J(X) , A:] and [l/!(x),At,.] should be neglected [see Eq. 
(5)]. Then the differential equations (42) for the l/I 
operators reduce to 

01/1(0) (X, e) = 0 = o l/I(O) (x, e) 
O/; o/;' (49) 

with trivial solutions 

l/I<O)(X, f) = l/I(X), l/I(O) (x, e) = 1/I(x) 

satisfying the initial conditions at f = O. 

(50) 

To proceed to higher order we need a systematic way 
of classifying the orders of various terms. Since the 
terms neglected in obtaining (48) and (50) are of positive 
degree in bound atom wavefunctions ¢ a and ¢:, it is 
natural to order various contributions according to their 
degree in the ¢a and ¢:. Thus we write 

~ ~ 

aa(e) = 6 a~)(e), Aa(e) = 6 A~)(f), 
i=O i=O 

(51) 

where the superscript j denotes that the given contribu
tion is of degree j in the CPa and ¢:. These expanSions 
are not in powers of the large parameter 11/2 in (18), 
but instead are essentially in powers of the density of 
the system, since the bound state wavefunctions enter 
via the operator terms on the right sides of Eqs. (5), 
which have negligible effects in the zero density limit 
(all particles infinitely far apart) in which the atoms be
have as elementary. We shall adopt the convention that 
in counting the orders of terms involving the Aa and/or 
A'.., the implicit factors of ¢a and/or ¢: entering via 
the definition (3) are not to be counted; this is consistent 
with (48), and is desirable so as to preserve the sym
metry between aa and A",. 
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The differential equations for the first order correc
tions a~1>, etc., are obtained by evaluating the first 
degree (in thecp" and ¢:) terms on the right sides of 
Eqs. (42), making use of the zero order solutions. It is 
clear from (43) and (7) that C"'S(E) involves terms of 
second and higher degree in factors ¢'" and ¢:, the 
terms of second degree coming from the terms zp(Ol and 
zp(Olt in the zp and zpt operators. Hence there are no first 
order terms on the right sides of the first two differen
tial equations (42), except for the terms linear in A~el 
and a ",(E) , so that 

da~1l(E) =A (ll(E) dA~1l(e) = _ a(ll(e) 
dE a, d€ ",. (52) 

Since the initial conditions (47), (50) on the zero order 
solutions were chosen so that the initial conditions are 
assigned entirely to the zero order terms, it is clear 
from (40) and (51) that one must put 

a~J)(O) = 0 =A~J)(O), 

lJ!(Jl(X, 0) = 0 = zp(J)(X, 0), j? 1. 

Thus we must pick the trivial solution of (52), 

a~ll(E) = 0 ==A~ll(E), 

(53) 

(54) 

as would also be obtained by putting c "" d"" f"" and g a 

all equal to zero in (46). The corresponding first order 
equations for the proton and electron fields are obtained 
by replacing the IJ!t and a operators on the right sides of 
the third and fourth differential equations (42) by their 
zero order approximations: 

oZP(l;!X, E) = _ ~ f dX¢a(Xx)1f/Olt (x, E)a~'(E) 

= - ~ f dx ¢",(Xx) IJ!t (x)(a", COSE +Aa sin€), 

= ~ f dX¢,,(XX)zp(Olt (X, E)a~l(E) 

="6 f dX¢",(Xx)zpt(X)(aaCOSE+AasinE). 

" 
(55) 

Then with the initial conditions (53) one has, upon in
tegration from 0 to E, 

1J!(Il(X, E) = -"6 J dX¢a(Xx)lJ!t (x)[aa sinHA",(l - COSE)], 
'" 

1/I(Il(x, E) ="6 J dX¢", (XX) I/It (X)[aa SinHAa(1 - COSE)]. (56) 
a 

The second order equations for aa(E) and Aa(E) are ob
tained by replacing Cas(E) and as(€) by C~21(E) and a~Ql(E) 
in the second Eq. (42), since, as noted previously, 
Cas starts with a second order term c~l. Thus 

da~2l(E) =A (2l( ) 
de a €, 

dA~2l(E) = _ a(2l(E) _ "C(2l( )a(Ol(E) 
de a lr' as \E S • (57) 

The expression for C~l(e) is to be obtained by replacing 
IJ! and IJ!t by I/I<Ol and I/I<Olt in (43); hence by (50) C~2J(€) 
reduces simply to C"'B, Eq. (6). Then with (48) one finds 

da~l(e) =A(2l( ) 
de a €, 
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dA~2l(E) (2l() " ( 
~ == - aa E - <; Cas as COSE +As sinE). (58) 

This is a set of coupled, inhomogeneous first order 
differential equations, which can be solved by the 
standard method of variation of constants. The solution 
satisfying the initial conditions (53) is 

a~'(E) = - i"6 CaB[asE sinE+As(sinE - ECOSE)], 
s 

A~2l (E) = - i"6 C as[AsE sine + as(sinE + E COSE)]. (59) 
s 

The correctness of (59) can be verified by direct sub
stitution into (58). 

The second order equations for the IJ! operators are 
seen from (42) and (54) to be 

d,/,(2)(X €) 
'f' de' =-~ J dX¢a(Xx)l/I<1lt(x.€)a~)(E). 

dlJ!<2~!x'E) ~ J dX¢a(Xx)lJ!(llt(X,E)a~Ol(E). 

Substituting from (56) and (48) and carrying out the 
straightforward integrations from 0 to E, one finds 

1)!(2l(X, E) = -"6 J dxdX' cp;(X'x)¢a(XX)A",s(E)1)!(X'), 
as 

A ",S(E) ;: ia~aBsin2E + ia~s(E - sinEcosE) 

+A~as(sinE - ie - i sinEcose) 

(60) 

+A~s(1 - COSE - isin2E). (61) 

The iterative process of solution can in principle be 
carried to any desired order, although the complexity 
of the expressions obtained increases rapidly with 
order. As illustrated by the case j = 2, a~)(E) and A~)(E) 
for arbitrary j ? 2 can be obtained by solving an inhomo
geneous pair of coupled linear differential equations, 
with homogeneous solution given by (46) with an inhomo
geneous term known in terms of the previously obtained 
lower order solutions. On the other hand, IJ!(J)(X, E) and 
1)!(J)(x, e) can always be obtained by direct integration, 
from 0 to E, of an expression involving only the known 
lower order solutions, as illustrated by the cases j = 1 
and j = 2. We shall find in Sec. 4 that the leading terms 
(for low denSity) in the transformed Hamiltonian involve 
only the I/I(J) for j .; 3. Thus the only remaining expres
sions needed are those for the third order proton and 
electron field operators 1)!(3). Since the method of deriva
tion has already been illustrated by the cases j = 1 and 
j = 2, we shall merely exhibit the final expressions for 
j =3: 

1/1(3) (X, E) = "6 J dx dX' dx' ¢:(X'x)¢s(Xx)¢y(X'x')1)!t (x')A",BY(e) 
"'BY 

zp(3) (x, e) 

= - ); J dX dX' dx' ¢: (Xx')Os(Xx)¢./X' x')1)!t (X')A",BY(E) tidy 
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+AB(1- COSE - !fsinE)], 

AaBY(e) =ia~a,.aB sinsE - ta~a,.ABJcosE - 1 +! sin2e cose) 

+ ! a~,.aB[sin2E + 1 - cose - e sinE +! (cos3e - 1)] 

_ ia~,.AB(sinecose - E+ sine - fCOsE+tsinse) 

+ ~A~a,.aB [COSE: - 1 +E sine + t(COS3E - 1)] 

+ ~ A~ar.AB(sine - e COSE - t sin3E) 

+AtA,.aB(sine- !sinEcosf- !f-tsin3f) 

+A~,.Al~(l- COSIO) - !sin2E+tsin2ecosE]. (62) 

According to (40), the generalized Tani transforms 
U-1A U are obtained by substitution of E = 1T/2. Thus 

~ ~ 

u-laa U= 6 a(p, U-1AaU=6A~fl, 
~o ~o 

~ ~ 

U-l1/!(X)U =6 1/!(J)(X), U-11/!(x)U =6 1/!<J)(x) 
i=O i=O 

(63) 

where the jth term in each series (63) is obtained by 
substitution of e = 1T/2 in the previously obtained jth term 
[cf. (51)]. One finds thus 

a~)=Aa, a~1>=O, a:;)=-~CaB(haB+!AB); 
B 

A~O) = - a"" A~1> = 0, A~2) = - 6CaB(hAB+ ~aB)' (64) 
B 

Similarly, 

1/!<O) (X) = 1/!(X), 

1/!(1)(X)= ~ f dX<Pa(XxW(x)(aa+Aa), 

1/!(S) (X) = ~f dxdX' dx'¢:(X'X)¢8(XX)¢y(X'x')l(x')A aBY 

+6 f dX¢a(Xx)1/!t(x)C aJtaB+ (1 - h)AB] (65) 
all 

and 

1/!<O) (x) = 1/!(x) , 

1/!<1>(x) =6 f dX¢a(Xx)1/!t (X)(aa +Aa), 
a 

1/!<S) (x) = - ~f dX dX' dx'¢: (XX')¢B(XX) ¢y(X'x')l}l (X')A aBY 

- 6 f dX¢ a (Xx) 1/!t (X)C aJta8 + (1 - h)A8J (66) 
a8 

with 

Aa/l= ~a~aB+ha~A/l+ (1- h)A~a8+ tA~B' 

A 1 tlt,A (5 1) t aBY=6 a",a,.a8+"3aaa B+ 6"-"41T a~ya/l 

+ (h - i)a~,AB+ (t1T - %)A~apB+t A~a,AB 

+ ({ - h)A~,.aB+tA~,.AB' (67) 

4. TRANSFORMED HAMILTONIAN 

According to (37), the Hamiltonian acting on states 
I1/!) E: jpbys is given by U-1HU where H is the Hamiltonian 
(1) on states II/!) E: S, and S is the Schrodinger state 
space. In S, only proton and electron variables occur 
explicitly, and the existence and properties of bound 
atoms are not manifest in the algebra of observables. 
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On the other hand, upon carrying out the unitary trans
formation U-1HU, one obtains a transformed Hamilto
nian containing not only proton and electron variables, 
but also the operators aa and a~ representing the bound 
atoms. The generalized Tani transformation automati
cally generates explicit terms in U-1HU representing 
all possible atomic scattering, ionization, and recom
bination, etc. processes which can occur. The general 
procedure for evaluation of U-1HU is to substitute the 
transforms (65)-(67) for the various 1/! and 1/!t factors 
in (1), and then to put all operator products into normal 
order by use of the commutation relations (4), (8), and 
(9), or equivalently by application of Wick's theorem. 
Upon carrying out these operations one obtains a trans
formed Hamiltonian of the structure 

U-1HU = T" + Te + V"" + Vee + Hpe 

+Ha +Haa + Hap +Hae 

+H(pe -a)+H(a- pe) 

+H(PPee -aa) +H(aa - ppee) 

+H(pea -aa) +H(aa - pea) 

+H(ppe - pa) +H(pa - ppe) 

+H(pee -ea) +H(ea - pee) + .. '. (68) 

Our notation is motivated by the work of Stolt and 
Brittin,l who obtained a similar expression by a differ
ent method. The details of the derivation of (68) are 
described in Appendix B. Here we shall merely list the 
results and explain their physical interpretations. 

First consider the terms T", Te, V""' and Vee' These 
terms are the same as the corresponding terms in the 
untransformed Hamiltonian (1), except that the physical 
interpretation is different, in that the 1/! and 1/!t operators 
now refer only to unbound protons and electrons. These 
contributions are obtained from the terms I/!<O) = I/! and 
1/!(O)t = 1/!t in all factors in the transform of (1). The 
diagramatic representations of the corresponding terms 
in U-1HU are shown in Fig. 1. The same type of line 
can be used for both protons and electrons, since the 
distinction is clear from the labels (X for proton, x for 
electron). The fact that the labels on the outgOing lines 
are the same as those on the incoming lines is a result 
of the locality of the Coulomb interactions, kinetic en
ergy operators, and external potentials (if present) in 
Schrodinger representation. We use a standard conven
tion: Incoming lines always approach from the right, 
and stand for annihilation operators on the right in the 
corresponding term in U-1HU; outgoing lines always 
leave toward the left, and stand for creation operators 
on the left in the same term; two-line vertices stand 

• ( X 
Tp 

x~x 

X'~X' 

x ( 

FIG. 1. Diagrams representing the terms T", Te, V pp. and 
Vee in U-1HU. 
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FIG. 2. Diagramatic representation of the single-atom 
Hamiltonian Ha. 

for T(X) or T(x) (kinetic energy operator plus any ex
ternal potentials and/or magnetic fields, if present); 
four-line vertices stand for Coulomb interaction poten
tials V(XX') and V(xx'); finally, free indices are to be 
integrated over, with a combinatorial factor (2!,-1 for 
identical particles. If one were to Fourier transform 
I/J(X) and I/J(x), one would obtain the usual diagrams with 
lines labelled by momenta and spins. We have written 
down the well-known diagrams of Fig. 1 merely to 
establish notation and to motivate the construction of 
related but more complicated diagrams for the other 
terms in (68). All other terms represent processes in
volving bound atoms. For example, we shall see later 
that the term HPB in U-1HU differs from the bare 
proton-electron Coulomb interaction Hamiltonian Vpe of 
Eq. (1), due to the influence of bound atoms (bound 
proton-electron pairs). 

The "single atom Hamiltonian" Ha in (68) has the 
structure 

(69) 

where the single atom matrix elements (a I H I 13) are, as 
suggested by the notation, matrix elements of the Single 
atom Hamiltonian between single atom wavefunctions: 

(a IHIB) = 1 1>:(Xx)[T(X) + T(x) + V(Xx)]1>Il(Xx)dXdx. 

(70) 

This contribution to U-1HU arises from the terms of 
structure 1/J(1lt(X)T(X)I/J(j)(X), I/J(Ot (x)T(x)I/J<1) (x), and 
l/J<1>t(X)I/J(O)t(x)V(Xx)I/J(O)(x)I/J(1)(X) upon SUbstitution of 
(65)-(67) into the corresponding terms in (1) and re
duction of all operator products to normal order. Terms 
such as I/Jtatal/J, etc. also contribute to U-1HU, but will 
be considered later (as contributions to Hap, Hae , etc.). 
If the 1>", are chosen to be single-atom energy eigen
states, i. e. , 

[T(X) + T(x) + V(Xx) }p,,(Xx) = Eof!>" (Xx) , 

then H. becomes diagonal, 

Ha=6 E",N", 
" 

(71) 

(72) 

with N",=a~a<>. the occupation number operator for atoms 
in atomic bound state </><>.' The diagramatic representa
tion of the more general expression (69) is shown in Fig. 
2, in which thick lines stand for (bound) atoms and the 
vertex represents the single atom matrix element 
(a I H 1/3). In the special case (71), (72), a Single atom 
state /3 propagates without decay into other atomic states 
a (and, as we shall see later, without decay into protons 
and electrons). On the other hand, even if the </>'" are 
taken to be free-atom energy eigenstates, they will not 
be energy eigenstates in the presence of an external 
field [which is included in the definitions of T(X) and 
T(x)]. In such a case Fig. 2 represents real phYSical 
effects, namely atomic transitions induced by an ex-
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ternal field. The related processes of field-indUCed 
ionization and recombination are described by H(pe - a) 
and H(a - pe), which are found to be 

H(pe - a) =It 1 dX dxl/Jt (X) I/Jt (x)(Xx IHI O')a"" 

H(a - pe) = [H(pe - a) r 
=61 dXdxa~(O'IHIXx)l/J(x)I/J(X) (73) 

" with19 

(Xx IHI a) =- H(Xx) </> a (Xx) + 1 dX' dx'~(Xx,X'x') 

x H(X'x') ,</>",(X'x') , 

(a I H Ixx) = (Xx IH 10')*. (74) 

Here ~ is the "bound state kernel" defined by (B3) and 
H(Xx) is the single-atom Hamiltonian 

H(Xx) = T(X) + T(x) + V(Xx) (75) 

which also occurs in (70) and (71). In case the 1>", are 
energy eigenstates (71), the matrix elements (Xx I H I a) 
and (a IHIXx) vanish identically: 

(Xx IHI a) = - E",</><>.(XX) +E",1 dX' dx' ~(Xx,X'x')1>a(X'x') 

(76) 

since it follows from (B3) and orthonormality of the </>'" 
that 

J ~(Xx,X'x')1>a(X'x')dX' dx' = </>",(Xx). (77) 

The vanishing of H(pe - a) and H(a - pe) if the </>a are 
single-atom energy eigenstates is an expression, 
together with (72), of the stability of the bound atomic 
states in the absence of external perturbations. On the 
other hand, if the </>'" are not energy eigenstates and 
hence not stationary states, then the matrix elements 
(74) will not in general vanish, and there will be a non
zero probability of spontaneous breakup (decay) of such 
nonstationary states, in which case (73) represents real 
physical processes. Similarly, if the </>'" are taken to be 
isolated-atom energy eigenstates, they will not be en
ergy eigenstates in the presence of external fields 
[which should then be included in T(X) and T(x)], in 
which case (73) represents field-induced ionization and 
recombination processes. 20 The diagramatic represen
tation of such terms is given in Fig. 3. 

The term Hpe was not included in the diagrams of Fig. 
1 since the presence of bound atoms modifies the effec
tive interaction of free protons and electrons, i. e. , 
Hpe differs from the bare proton-electron interaction 
Hamiltonian Vpe of (1). In fact, one findS 

Hpe = J dX dx dX' dx'lll (X)l/Jt(x)(Xx IH IX'x')I/J(x')I/J(X') (78) 

with 

FIG. 3. Representation of Single-atom breakup and recombina
tion Hamiltonians. 
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XXX' 
x x 

FIG. 4. Diagramatic representation of the effective interaction 
H~ between unbound protons and electrons. 

(Xx IHIX'x') = V(Xx)/l(X -X')6(x - x') 

- H(Xx)A(Xx,X'x') - [H(X'x')A(X'x',Xx)]* 

+ J dX" dx" A(Xx, X"x")H(X"xl)A(X"X", X'x'). 
(79) 

The diagramatic representation of (78) is shown in Fig. 
4. The first term in (79) is the bare proton-electron 
Coulomb interaction which gives rise to the term Vile of 
Eq. (1), whereas the remaining terms represent a non
local contribution to this interaction arising because of 
the possibility of binding of proton-electron pairs, the 
interaction within such bound pairs already being in
cluded in those terms in U-1HU which involve aa and/or 
a~ operators. In contrast, the proton-proton and elec
tron-electron Hamiltonians V I>P and Vee in (68), depicted 
in Fig. 1, are just the bare proton-proton and elec
tron-electron Coulomb interactions (1). The range of 
the nonlocal term in (79) is of the order of the Bohr 
radius aG, as can be seen21 from the definition (B3) of 
the bound state kernel. If the 1>0 are taken to be single
atom energy eigenstates (71), then (79) reduces to 

(Xx IH Ix'x'} 
0: V(Xx)o(X - X')O(x - x') - L)to 1>a (Xx) 1>:(X'x'). (80) 

o 

The sum subtracted from the bare Coulomb potential in 
(80) is just the portion of the spectral representation of 
H(Xx) associated with all of its bound states. As a re
sult, one expects that the modified potential (80) will 
not have any bound states, whereas it will be equivalent 
to the bare Coulomb potential when acting on a continu
um (unbound) energy eigenstate. These properties are 
verfied in Appendix C, where it is shown that if the ¢o 
consist of all the bound energy eigenstates, then 
(Til + Te +H/I8) is positive semidefinite and is equivalent 
to (Tp + Te + Vpe) when acting on any state orthogonal to 
all the bound states 1>a. This substantiates our inter
pretation of Hpe as the interaction between unbound 
protons and electrons, the interaction between bound 
protons and electrons already being included in those 
terms in the Hamiltonian involving the a", and a~. 

We next consider the two atom interaction Hamiltonian 
Haa , which is defined as the sum of all the terms in 
U-1 HU of the structure at at aa. Thus 

(81) 

where the atom-atom interaction matrix element 
(oj3IHiyo) is the sum of a number of contributions of 
different physical origins. In the first place, there is 
a direct Coulomb interaction contribution (a.BIHh,6)cOUl 
ariSing from terms of the form 1/I(1If1/l<1ltl/l<1l1/l(1) in the 
transforms of Vpp, Vpe, and Vee upon complete contrac
tion22 so as to remove the factors I/II/II/It I/It ,. leaving only 
factors at at aa. The corresponding matrix element is 
found to be 
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(ai3IH I y6)Coul 

== J ¢:(Xx)¢e*(X'x')[V(XX') + V(xx') 

+ V(Xx') + V(X'X)]¢y(XX)¢6(X'X') dX dx dX' dx' (82) 

as one expects for the matrix element of interatomic 
Coulomb interaction. Note that internal Coulomb inter
action V(Xx) and V(X'x') are not contained in (82), being 
already taken into account in the single atom Hamilto
nian23 HtJ. There is also a matrix element representing 
coupling between interatomic Coulomb interactions and 
interatomic electron24 exchange, given by 

(ofllHI }6)coul-ex 

=- J ¢:(Xx)rfJ;(X'x'){V(XX') + V(xx') 

+ M V(Xx) + V(X' x') + V(X' x) + V(Xx')]} 

x ¢,.(Xx')¢6(X'x)dX dxdX' dx'. (83) 

The first two terms in the curly brackets also arise 
from terms of the structure I/I<tlt 1/1< tlt V1/J(fll/l<O , there 
being two ways of completely contracting such a product 
if all four operators refer to protons or all four to elec
trons; the remaining terms come from more complicated 
terms in the Tani transform, as discussed in Appendix 
B. The first two terms in (83) are recognizable as 
matrix elements of the operator IV where I is the inter
atomic electron exchange operator and V the proton
proton and electron-electron interatomic interactions. 
The third and fourth terms in (83) are matrix elements 
of the operator IV whereas the fifth and sixth terms are 
matrix elements of VI, where I is again the interatomic 
electron exchange operator and V is the proton-elec
tron interatomic interactions. Finally, there is an addi
tional contribution to (81) arising from coupling between 
intra-atomic energy and interatomic electron exchange, 
given by 

(aj31 H r yO)iu.tra-ex 

=+ f ¢:(Xx)¢e*(X'x')[H(Xx)+H(X'x') 

+ H(Xx') +H(X'x)]¢y(Xx')¢&(X'x) dX dxdX' dx'. (84) 

Here H(Xx) is the single atom Hamiltonian (75). The 
first two terms in (84) are matrix elements of HI where
as the third and fourth are matrix elements of IH, where 
H is the sum of H(Xx) and H(X'x'), and I is the inter
atomic electron exchange operator. The matrix elements 
(83) and (84) are generalizations of the "exchange in
tegrals" which play an important role in the theory of 
ferromagnetism and quantum chemistry. The implica
tions of the many-electron generalizations of such ex
change matrix elements for the theory of ferromag
netism have been discussed elsewhere. 7 In contrast with 
the direct Coulomb matrix elements (82), the exchange 
matrix elements (83) and (84) vanish identically if the 
atoms are nonoverlapping, i. e., if ¢o and 1>~ are 

ax'>' 
(3 0 

FIG. 5. Diagramatic representation of the two-atom interaction 
Hamiltonian HIJIJ' 
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FIG. 6. Representation of processes in which atoms collide 
with protons or electrons without atomic breakup. 

localized in disjoint regions Ra and Ra; compare with 
the physical discussion of the exchange lcernels (7). The 
diagramatic representation of Haa is shown in Fig. 5. 

The terms Hap and Hae in (68) represent processes in 
which single atoms collide with single protons or elec
trons without atomic breakup, and have the general 
structures 

Hap = J dX dX'a~1f;t(X)(oXIHI{3X')1f;(X')aa, 

Hae =6 J dxdx'a~1f;t(x)(axIHI.ax')1f;(x')as. (85) 
08 

The diagramatic representations are shown in Fig. 6. 
As in the case of Haa , the matrix elements in (85) have 
both direct Coulomb and exchange contributions. One 
finds for the direct Coulomb matrix elements 

(aX IH / (3X')Coul 

= 6(X - X') J ¢:(Yy)[V(Xy) + V(XY)]¢s(Yy)dY dy, 

(ax I H /.aX')COUI 

=6(x-x')J ¢:(Yy)[V(xy)+V(Yx)]¢/I(Yy)dYdy. (86) 

The delta function prefactors are an expression of the 
locality of direct Coulomb interactions. As one expects 
physically, the expressions (86) are matrix elements, 
between single atom wavefunctions, of the Coulomb 
interactions between the incident proton or electron 
and the two particles (proton and electron) in the atom. 
Since the incident particle can exchange with one of the 
particles in the atom, there are also exchange contribu
tions, ariSing from different parings of the contracted 
operators. One finds for the Coulomb-exchange coupling 
matrix elements 

(aX I H I (3X')Coul.e% 

=- J ¢:(X'X)[V(XX') + V(XX) + V(X'x)]¢a(Xx)dx, 

(ax I H l.ax')couI.e" 

= - J ¢':(Xx')[V(xx') + V(Xx) + V(Xx')]¢a(Xx)dX. (87) 

I 
(XxX'IHlaX") 

=- 6(X' -X")[V(XX') + V(X1x)]¢ .. (Xx) 

+ 6(X' -X") J A(Xx, yy)[V(X'y) + V(X'Y)]¢",(Yy)dYdy 

- trr J {[T(X")A(X"x",Xx)]* 

- A(Xx,X"x")T(X')}¢",(X'x")dx" 

- J {A(Xx,X"x")H(X'x") + iH(XX)A(XX,X"x")}¢a(X'x")" 

- J A(Xx,X"x")[iV(X'x)+iV(XX') + V(X'X") 

+ V(X"x")]¢",(X'x")dx", 
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There are also terms representing coupling of kinetic 
energy and exchange, which are found to be 

(cd( I HI (3X')Un-8" 

= - J ¢':(X'x)T(x) ¢II(XX) dx 

- t J {¢:(X'x)T(X) + [T(X') ¢ .. (X'x)]*}¢a(Xx)dx, 

(ax I H l.ax')un.e" 

= - J ¢.: (Xx') T(X) ¢II(XX) dX 

- tJ {¢:(Xx')T(x) + [T(x')¢ .. (Xx')]*}¢a(Xx)dX. 

(88) 

In contrast with the direct Coulomb contributions, the 
exchange contributions (87) and (88) are nonlocal since 
they do not contain prefactors 6(X - X') and 6(x - x'). It 
is not difficult to see that the range of the nonlocality 
is small, of order ao, the Bohr radius of hydrogen. It 
is also easy to see that these exchange matrix elements 
vanish if the atomic wavefunctions are localized in re
gions R", and R8 and either X is outside R II or X' is out· 
side R", (resp. x outside RII or x' outside Ra), or if R .. 
and As are nonoverlapping. 

The remaining terms in (68) are reaction Hamilto
nians, representing processes in which hydrogen atoms 
break up or recombine (ionization and recombination). 
The simplest such terms, H(pe - a) and H(a - pel, have 
already been discussed. The terms H(ppe - pal, 
H( pee - ea), and their Hermitian conjugates represent 
processes in which a single atom collides with a proton 
or electron and is thereby ionized, together with the 
inverse recombination processes, and are of the form 

H(ppe -pal 

=~ J dX dxdX' dX"l/l(X)1f;t(x)1f;t(X')(XxX"IHI aX")1f;(X")a"" 

H(pee -ea) 

=4{ J dX dxdx' dx"1f;t (X)1f;t(x)1f;t (x')(Xxx' IHI ax")1f;(x")a"" 

H(pa - ppe) = [H(ppe - paW, H(ea - pee) = [H(pee - eaW. 

(89) 

The corresponding diagrams are shown in Fig. 7; the 
diagrams for the inverse recombination processes differ 
only by left-right inversion. Although such recombina
tion processes are three-body collision terms, they 
should be included for consistency (otherwise the 
Hamiltonian would not be Hermitian). The m:J t -

ments in (89) are found to be 
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(Xxx' I H I ax") 

= - O(x'- x")[V(Xx') + V(xx')]¢cx(Xx) 

+ /l(x' - x") f ~(Xx, Yy)[V(Yx') + V(x'y}] ¢a(YY) dY dy 

- h f {[T(x")~(X"X",XX}]* - ~(Xx,X"x"}T(x')}¢a(X"x'}dX" 

- f {~(Xx,X"x")H(X"x') + ~(Xx}~(Xx,X"x"}}¢a(X"x')dX" 

- f .:l(XX,X"X")[tV(XX') + tV(XX') + V(X'X") + V(X"x")]¢cx(X"x')dX". (90) 

The first term in each of these matrix elements clearly 
represents the effect of the direct Coulomb interaction 
of the incident proton or electron with the two particles 
(proton and electron) in the atom; the minus signs are 
merely phase factors and have no physical signifi
canee. 25 The second term in each matrix element rep
resents indirect processes in which the Coulomb inter
action with the incident particle induces a bound state
bound state transition of the atom, followed by decay26 
of the resultant bound state into its constituents. All of 
the remaining terms in (90) represent nonlocal exchange 
with nonlocality of range - ao as a function of (R' - R") 
or (r' - r"); the argument for the range is similar to 
that previously given21 for the Simpler matrix element 
(79). 

Finally, we consider the terms in (68) representing 
binary atomic colliSions with resultant ionization of one 
or both atoms, and the inverse recombination terms. 
The terms representing ionization and recombination of 
both atoms have the form 

H(ppee-aa) 

=t:B f dXdxdX'dx'1/l(X)1/l(x)1/l(X')l/l(x') 
all 

x (XxX' x' I H I O/(3)atP"" 

H(aa - ppee) = [H(ppee - aa>]f, (91) 

and are represented by the diagrams of Fig. 8. Although 
the diagram on the right, and the corresponding Hamil
tonian H(aa - ppee) , represent four-body colliSions, 
they should be included for consistency, as in the case 
of the analogous three-body colliSion terms H(pa - ppe) 
and H(ea - pee) discussed previously. The matrix ele
ments in (91) are found to be 

(XxX'x' IHI 0/(3) 

'" [V(XX') + V(xx') + V(Xx') + V(X'x)]¢",(XX)¢Il(X'X') 

(92) 

and clearly represent direct27 Coulomb interactions be
tw~en the two atoms. Terms representing partial ion
ization as a result of binary atomic collisions, and the 
inverse recombination processes, have the form 

H(pea -aa) =:B f dX dxa~l(X)1/l(x)(O/xxIHI{3y)a,.aIl' 
all'Y 

x Cll 

:~,. 
FIG. 7. Diagrams representing atomic ionization due to colli
sion with protons or electrons. 
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I 
H(aa - pea) = [H(pea - aa>Jf, (93) 

and are represented by the diagrams of Fig. 9. The 
matrix element in (93) is a sum of three types of contri
butions, which are similar to (82)-(84). The direct 
Coulomb contribution is 

( aXx I H I (3y>COul 

= - f ct>:(X'x')[V(XX') + V(xx') + V(Xx') + V(X'x)] 

x ¢a(Xx)¢.,(X'x') dX' dx', (94) 

whereas the interatomic Coulomb-interatomic exchange 
coupling contribution is 

(aXx IHI.sY)coul-ex 

= f ct>:(X'x'){V(XX') + V(xx') + t [V(Xx) + V(X'x') 

+ V(X'x) + V(Xx')]}¢a(Xx')¢,,(X'x) dX' dx' (95) 

and the intra-atomic energy-interatomic exchange cou
pling contribution is 

(O/Xx IH I (3Y)lntra-ez 

= f ¢:(X'x')[ tH(X'x') +{ H(Xx)]ct>iXx')¢,,(X'x) dX' dx'. 

(96) 

As in the cases of the previously discussed exchange 
matrix elements, the sign difference between the direct 
Coulomb and exchange contributions is a real physical 
effect; on the other hand, the overall phase is not physi
cally observable, since (93) contributes to observable 
quantities only in even orders. 

This completes the enumeration of the various con
tributions to (68). The omitted terms" ... " are of two 
kinds. In the first place, all multiple collision terms, 
i. e., all terms in which both the number of incoming 
and the number of outgoing particles is'" 3, have been 
omitted. In the second place, higher order contributions 
to some of the matrix elements of binary collision terms 
have been omitted. We shall conclude this section by 
discussing the nature of such corrections to matrix 
elements. 

In the first place, the matrix elements (70) and (74) 
of the single-atom scattering Hamiltonian (69) and the 
Single-atom ionization and recombination Hamiltonian 

~x(X 
X' 
x' ~ 

Cll~~ 
~X' 

{J x' 

FIG. 8, Diagrams representing complete atomic breakup due 
to binary atomic colliSions, and the inverse recombination 
processes. 
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'>E: 
'Y x 

FIG. 9. Diagrams representing partial atomic breakup due to 
binary atomic collisions, and the in¥erse recombination 
processes. 

(73) are exact, i. e., there are no higher order correc
tions. Although the analysis carried out in Appendix B 
only verifies this through fourth order, a different 
method of evaluation discussed elsewhere28, 29 enables 
one to prove that higher order corrections to these 
matrix elements do not occur. Similarly, it can be 
shown2

8, 29 that, as previously noted, the proton-proton 
and electron-electron interaction Hamiltonians Vpp and 
Vee in (68) have exactly the forms (1), i. e., there are 
no corrections30 due to the influence of bound atoms. In 
addition, the modified proton-electron interaction 
matrix element (79) is exact. 28,29 

The other matrix elements in (68) have only been 
evaluated to the lowest few orders. Specifically, there 
are omitted fourth-order (in wavefunctions) corrections 
to (aXIHI{3X') and (axIHli3x') [Eq. (85»), to 
(XxX'1 HI aX") and (Xxx'i HI ax") [Eq. (89)], and to 
(XxX'x/IHI a(3) [Eq. (91)]. The matrix element 
(aXx I HI/3Y) in (93) has been exhibited through third 
order, and t1'1e analysis in Appendix B indicates that 
there are no fourth order corrections. However, there 
may be corrections in fifth and higher orders. In addi
tion, there may be corrections to the interatomic inter
action matrix elements (ai3IHly6) [Eq. (81)] in sixth 
and higher orders. 

5. SUBSIDIARY CONDITION 

The subsidiary condition (11) on state vectors II/!} in 
the subspace !)o isomo~'phic to the SchrOdinger state 
space 5 is equivalent to the transformed subsidiary con
dition (36) acting on states 11/1) = U-1 11/I); the subspace 
!)pbyS = U-1!)o [Eq. (34)] consists of those states 11/1) 
satisfying (36). More generally, if!)J is the subspace 
of !) consisting of those states 11/1) satisfying 

(97) 

then one can easily prove that the !)i are disjoint and 
that their union (j running from 0 to 00) is the entire 
ideal state space!). If the subsidiary condition (11) is 
dropped, then, since H does not contain aa and at,. 
operators, it will have the same eigenvalue spectrum31 

as it does on !)o, but a spurious infinite degeneracy of 
every energy level. Similarly, in addition to !)pbya 
= U- t Yo [Eq. (34)], there is a whole infinite sequence of 
disjoint subspaces U-1!)J' whose union is !); each 
U-t!)j for j?- 1 can be regarded as a "copy" of !)pbya, 
with all states of !)pbys imaged with the same energies. 

It follows from this that so long as one is interested 
in energies but not in the density of states, one can 
ignore the subsidiary condition with impurity. In fact, 
since the same argument31 implies to any physical ob
servable, not merely the energy, one can safely ignore 
the subsidiary condition in evaluating the eigenvalue or 
expectation value of any observable. On the other hand, 
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the subsidiary condition must be properly incorporated 
in the evaluation of quantities depending on the density 
of states, for example the partition function32 

(98) 

where the subscript zero on Tr means that the trace 
must be restricted to a basis spanning only the phySical 
subspace jPhFa = u-~o. However, if one defines a gen
eralized partition function 

:s ({3, 1;) = Tr[I;U-1 N"u exp( - i3U-1HU) 

= Tr exp[ -/3U-t (H - AN,,)U) (99) 

where 

I; = exp({3,\) (100) 

and Tr denotes the unrestricted trace over the whole 
state space!), then clearly Z({3) is the coefficient of the 
constant term in an expansion of E({3, 1;) in powers of 1;. 

In case one wishes to project out the component of 
any state II/J) which lies in the physical subspace !)pbyS' 
this can be done by multiplication by the projection 
operator 

(101) 

where Po is the projector onto !)o. Recalling that the 
eigenvalues of N" are integers, one can easily write 
down a formal expression for Po: 

Po = (21Tt j J02' d-3exp(i,9N.). (102) 

This expression is not very useful for actual calcula
tions, since power series expansion of the exponential is 
term-by-term incompatible with the periodiCity which 
is essential for the validity of (102). What is needed is 
an expansion of Po in terms of normally ordered prod
ucts of annihilation and creation operators. Such an 
expansion is easily constructed and is in fact well 
known in other contexts. The desired expression is 

~ 

Po=1+6[(-1)J/j!] 6 a~ .. ·a~aa "·a". (103) 
J=1 "I'" aJ 1 J J 1 

Using the identity 

6 at ... at a ···a =N (N -I}··· (N -j+1) 
"j'" aJ a1 "J aJ aj "" a , 

(104) 

one can verify that (103) has the desired projection 
properties. Low-order approximations to the trans
formed projector (101) can be constructed using the 
transformation (64): 

(105) 

The projector (101) can be used to construct a "pro
j ected Hamiltonian" 

(106) 

which has the same eigenvalues and eigenstates as the 
Hamiltonian (6S) on the physical subspace YPhy8' but 
which annihilates states orthogonal to !)phy. and hence 
no longer has spurious degeneracies. Such projected 
Hamiltonians have been discussed previously3 in a 
slightly different context. The evaluation of (106) will 
be discussed elsewhere, 29 where it will be shown that 
H differs from (68) only in having additional contribu-
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tions to some (but by no means all) of its matrix 
elements. 

6. DISCUSSION 

A transformation has been developed which allows 
states and observables of a nonrelativistic system of 
composite particles and their constituents to be ex
pressed in terms of elementary Bose or Fermi opera
tors for the bound composites plus the usual elementary 
field operators for the unbound constituents. In this new 
representation all possible scattering and reaction chan
nels of the composites and their constituents are ex
hibited simultaneously. The transformed Hamiltonian is 
evaluated explicitly for the case of atomic hydrogen 
through binary collision terms, including the terms in 
which the number of outgoing or incoming particles (but 
not both) is greater than two. The matrix elements have 
qualitative properties expected on the basis of physical 
arguments. Similar representations have been developed 
previously; we shall conclude by comparing and con
trasting our results with those. 

The representation of Brittin and Stolt l is qualitatively 
similar, although the derivation is very different from 
ours; however, the matrix elements obtained differ in 
detail. Although their approach is in principle exact, 
they were forced (as were we) to make approximations 
in obtaining an explicit expression for the transformed 
Hamiltonian; the following remarks apply to this ap
proximate expression only. The terms in the Brittin
Stolt Hamiltonian to which we refer here are given on 
pp. 76-79 of their Boulder Lectures. I In the first place, 
the Brittin-Stolt terms 'fa, Tp , Te, Vee, and Vpp cor
respond exactly to (and agree with) our single-atom 
Hamiltonian Ha [Eq. (69)], the single-proton and single
electron Hamiltonians Tp and Te , and the proton-proton 
and electron-electron interaction Hamiltonians Vpp and 
Vee; such exact correspondence is to be expected for 
such simple and "obvious" terms. 0l!. the other hand, 
their Single-atom dissociation term Veep - a) differs 
from ours H(pe - a) [Eq. (73)] not only in an irrelevant 
sign difference, but also in that there is no term 
analogous to the term involving ~ in (74). As a result 
and in contrast with (76), their matrix element fails to 
vanish in the case of an energy eigenstate (stationary 
state) 1> .. , a case in which dissociation does not in fact 
occur physically. Simi~arly, their proton-electron in
teraction Hamiltonian Vet> corresponds to only the first 
term in our effective proton-electron interaction 
matrix element (79), and hence fails to account for the 
effect on the unbound proton-unbound electron interac
tion of the fact that the bound proton-bound electron in
teraction is already included elsewhere in the Hamil
tonian. The direct interatomic Coulomb interaction 
term V"" is equivalent to the direct Coulomb term (82) 
in Haa [Eq. (81)], but the exchange contributions Baa 
appear to differ from (83) and (84). The terms Vpa and 
Vea are equivalent to the direct Coulomb contributions 
(86) to Ha and Hae [Eq. (85)], and the exchange contri
butions E:a and itea also appear to be equivalent to (87) 
and (88). On the other hand, the corresponding disso
ciation matrix elements 17(epp - pal and 17(eeP - ea) are 
equivalent to only the first term in the expressions (90) 
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for the matrix elements in H(ppe - pa) and H(pee - ea) 
[Eq. (89)]. The direct Coulomb contribution to 
V(epa - aa) is equivalent to the corresponding term (94) 
in H(pea - aa) [Eq. (93)], but the exchange contribu
tions appear to differ from (95) and (96). Finally, in the 
approximation in which the Brittin-Stolt Hamiltonian 
is evaluated, there are no terms corresponding to our 
two-atom total dissociation and recombination terms 
(91) and (92). 

The representation of Sakakura2 is also superficially 
similar to ours, but the matrix elements differ more in 
detail from those in (68) than do those of the Brittin
stolt representation. The following comments refer to 
the terms exhibited on pp. 504, 505 of Sakakura's 
Boulder Lectures. 2 Sakakura's first term is equivalent 
to the sum of our terms Tp, Te , Vpp , ~e, and Vpe; as 
in the case of the Brittin-Stolt representation, there is 
no analog of the terms in (79) which effectively subtract 
the bound proton-bound electron interaction from the 
bare proton-electron interaction. Sakakura's second 
term is equivalent to our Ha for the cas'e that the ¢" 
are taken to be Single-atom energy eigenstates. In the 
same case, his third term is equivalent to only the first 
term of (74); as in the case of the Brittin-Stolt rep
resention, omission of the remainder of (74) leads to an 
unphysical instability of bound atomic energy eigen
states. Sakakura's fourth and fifth terms correspond to 
our Hap and Hae , and the direct Coulomb contributions 
agree; however, Sakakura's exchange contributions 
differ both from (87), (88), and from those of Brittin 
and Stolt. His sixth term corresponds to our Haa , and 
the direct Coulomb contribution agrees with (82); again, 
his exchange terms differ both from (83), (84) and from 
those of Brittin and Stolt. In the approximation in which 
Sakakura evaluated his Hamiltonian, no terms corre
sponding to H(ppee - aa), H(pea - aa), H(ppe - pa), 
H(pee-ea), and their Hermitian conjugates appear. 

A more recent formulation of Brittin and Sakakura5 

was not carried to the point of explicit evaluation of the 
interaction parts of the Hamiltonian, so we cannot make 
a comparison at this time. 

A previous conceptually more complicated approach3 

by the present author also led to a similar Hamiltonian, 
but again there are differences in the detailed matrix 
elements. Precise comparison is made difficult because 
terms in the matrix elements vanishing by virtue of the 
subsidiary condition employed were dropped in the 
course of the derivation. We shall therefore not attempt 
such a comparison here. However, there are some in
dications33 that the representation obtained there is 
closely related to, but no completely equivalent with, 
the one of the present paper. 

A composite particle second quantization formalism 
adapted to the theory of nuclear reactions has been 
given recently by Nishigori. 34 Many approximations 
(including neglect of all exchange terms) were made in 
the course of the derivation, so a detailed comparison 
is not possible. However, one can note, for example, 
that Nishigori's single-nucleus breakup matrix ele
ment35 omits the second term of (74) necessary for 
stability of bound energy eigenstates, and in addition 
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omits the kinetic energy contribution to even the first 
term of (74). 

The formalism of Gilbert28 is based on the same Tani 
transformation as ours but uses a different method of 
evaluation of the transformed Hamiltonian. It therefore 
necessarily leads to the same transformed Hamiltonian. 
The details are discussed elsewhere. 28, 29 

In addition to these first-principles approaches, there 
have been many previous approaches which must be 
classed as semiphenomenological, since they do not 
start from any generally accepted complete quantum
mechanical representation of states and observables in 
terms of the constituents of the composites. It would be 
inappropriate to attempt a comparison with such ap
proaches. In addition, there have been a few recent 
formulations 36• 37 which, although first-principles ap
proaches, employ composite particle annihilation and 
creation operators similar to our A", and A~ and make 
no attempt to introduce operators analogous to our a", 
and a~. A detailed comparison of our formalism with 
such approaches does not appear to be possible. 
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APPENDIX A: BEHAVIOR OF TANI TRANSFORM 
IN THE LIMIT OF ZERO OVERLAP 

The proof presented here is closely related to pre
vious proofs by my students Munr038 and Gilbert. 39 

Suppose that the atoms at' .. an are localized in mutual
ly diSjoint regions, in the sense that for eachj, ¢",/Xx) 
is only nonzero if both R E R, and r E R" where the re
gions R, are mutually disjoint. Suppose furthermore that 
only nonoverlapping atoms are included in the Tani 
transformation (14), in the sense that a is only summed 
over a discrete set of a, including al ... an (but perhaps 
including the other aj as well) which refer to mutually 
disjoint regions in the above sense. Then as previously 
noted, the exchange kernels K",~ [Eq. (7)] and hence the 
operators C"'~ [Eq. (6)] vanish for a *{3, with the under
standing that a and (3 are both members of the set 
at> a2, .. '. It then follows with (6), (7), (14), and (22)
(24) that for all integers j ;,. 1 

[A~, Fb = (-l)'A~ +D~J), 
(AI) 

[A~, Fb_1 = (-l)J-Ia~ +D~2J-j) ___________________________________ 1 

L; f dXdxat" ¢: (Xx)[T(X)+ T(x)¢s(Xx)as 
"'8 

where the D<,j) satisfy 

D<,j)lo) =0, 

(D~), as] = [D~), a~] = (D~),AB] 
=[D~),A~]=[D~>,D~~)]=O, a*{3. 

Then by (22) 

UA:U-I =a:+D", 

where 

D"lo) =0, 

[D "', as] '" [D "" a~] = [D "" As] 

= [D""A~] = [Da,D~] = 0, a'" (3. 

Then 

UAt ... At 10) = UAt U-I ... UAt U-IIO) 
al an al an 

= (a~1 +D(1 )' .. (a~1t +DCI) I 0) 

= (a~1 + D "I) ... (a1n_1 + D """'I)a~n 10) 

(A2) 

(A3) 

(A4) 

= (a~ + D" ) ... (a~ 2 + D a 2)a~ la1 I 0) 1 1 n- .... n- n 

= ... = at .. , at 10\ QED (A5) 
"'1 "n I 

APPENDIX B: DERIVATION OF TANI-TRANSFORMED 
HAMILTONIAN 

Consider first the terms Tp and Te in (1). Upon sub
stitution from (63) one has 

U-1TpU= f dX[IPcO)t(X) +IPC1>t(X) + IP (2 )t(X) +IP (3 )t(X) + ... ] 

x T(X)[IP CO ) (X) + IPC1l (X) + IP (2
) (X) + IP (3 )(X) + ... ]. 

(Bl) 

The transform of Te is expressed similarly. We shall 
denote by ij the contribution of IPCntTIPcJ). The total 
order40 of any such contribution is (i +j). By (65) and 
(66), the zero order contributions 00 to U-tTpU and 
U-1TeU are merely Tp and Te. The first order contri
butions 10 and 01 are found from (65), (66), and (3) to 
be 

- L; f dX dxIPt (XW (x)[T(X) + T(x)] ¢a(Xx)a" + h. c. 
'" - f dXdxdX'dx'IPt(X)IPt(x)[T(X) + T(x)] 

)( .6.(Xx, X'x')IP(x')IP(X') + h. c. (B2) 

where "h. c." denotes the Hermitian conjugate and .6. is 
the "bound state kerner' 

.6.(Xx, X'x') =61>a(Xx)1>:(X'x'). 
'" 

(B3) 

The second order contributions are of the forms 11, 
02, and 20. The contributions 11 are, by (65), (66), and 
(3) and after rearranging into normal order by use of 
Wick's theorem, 

+6 f dX dxdX' dx'IPt (X)IPt (x).6.(Xx,X'x')[T(X') + T(x')]1>",(X'x')a", + h. c. 
'" 

+ f dX dxdX' dx' dX" dx"IPt (X)IPt (x).6.(Xx,X"x")[T(X") + T(x")].6.(X"x",X'x')IP(x')IP(X') 
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-:0 J dX dxdX'a~l/l (X) ¢: (X'x)T(x)¢s(Xx)if!(X')as -:0 J dX dxdx'a~ifJ' (x)¢:(Xx')T(X)¢a(Xx)if!(x')aa 
as as 

-:0 J dX dxdX' dx' dX"if!t(X)if!t (x)if!t (X')A(XX,X"x')T(x') ¢a(X'x')if!(X")aa +h. c. 
a 

-:0 J dX dxdX' dx' dx"if!t(x)if!t(x)if!t(~')A(XX,X'x")T(X')¢a(X'x')l/J(x")aa + h. c. + .... 
a 

(B4) 

Here" ... " stands for terms of the structure l/Jt if!t l/Jt l/Jl/Jl/J. Such terms represent three-particle collisions, and are 
beyond the accuracy of the binary collision approximation within which (68) is evaluated. The contributions 02 and 
20 are found to be 

-~:0 J dXdxdX'a~l/Jt(X){¢:(.X"x)T(X)¢s(Xx) + [T(X')¢a(X'x)]*¢iXx)}l/J(X')as as 
- ~:0 J dX dxdx'a~l/Jt(x){ ¢:(Xx')T(x)¢s(Xx) + [T(x')¢a(Xx')]* ¢s(Xx)}l/J(x')aa 

as 

-:0 J dXdxdX'dX" dx"a~l/Jt(X){h¢:(X'x)T(X)A(XX,X"x") 
a 

+ (1- h)(T(X')¢a(X'x)]*A(Xx,X"x")}l/J(x")l/J(X")l/J(X') + h. c. 

-:0 J dX dxdx' dX" dx"a~l/Jt(x){t1T¢:(Xx')T(x)A(Xx,X"x") 
a 

+ (1- h)[T(X')¢a(XX')]*A(Xx,X"x")}l/J(x')l/J(x")l/J(X") +h. c. + ... 

where" ... " again stands for three-particle terms of structure if!t l/Jt l/J'l/Jl/Jl/J. The terms of structures at l/Jt l/Jl/Jl/J and 
l/Jtl/Jtl/Jtl/Ja are viewed as binary collision terms and hence retained in (B5). 

The third order contributions are of the forms 03, 30, 12, and 21. The contributions 03 and 30 are 

t:0 J dX dxdX' dx'a~l/Jt(X)l/Jt(x)¢:(X'x')[T(X) + T(x)] ¢s(Xx') ¢,,(X'x)a,.as +h. c. 
aBY 

+ (h - ~)~ J dX dxdX' dx' dX" dx"l/Jt (X)l/Jt (x)l/Jt (X')l/Jt (x')A(X'X' ,X"x")[T(X) + T(x)]¢a(Xx")¢a(X"x)aaOa +h. c. 

-~:0 J dXdxdX' dx' dX"l/Jt(X)l/Jt(xW(X')[T(X) + T(x)]A(XX,X"x')¢a(X'x')l/J(X")aa+h. c. 
a 

(B5) 

- ~:0 J dX dxdX' dx' dx" l/Jt (X)l/Jt (xW(x')(T(X) + T(x)]A(Xx,X'x")¢a(X'x')l/J(x")aa + h. c. +. . . (B6) 
a 

where the contributions"· .. " are again three-particle or higher-order collision terms in the sense that they cor
respond to processes in which the number of incoming particles is three or more and the number of outgoing parti
cles is three or more; all terms in which the number of incoming or outgoing particles is two or less are included. 
The contributions 12 and 21 are 

~:0 J dX dxdX' dx'a~a1¢:(X'x)¢l(Xx')[T(X') + T(x')]¢,,(X'x')l/J(x)l/J(X)a,,+ h. c. 
aBY 

+ t1T:0 J dX dxdX' dx' dX" dx"a1jz1¢:(X"x)¢tI*(Xx")[T(X") + T(x")]A(X"x" ,X'x')l/J(x')if!(X')l/J(x)l/J(X) + h. c. as 
- 2(1 - h) ~ J dX dxdX' dx' dX"a~l/Jt (X) A (Xx, X'x')¢:(X"x)T(X")¢/l,(X"x')l/J(X')aa 

- 2(1- h)~ J dXdxdX' dx' dx"a~l/!t(x)A(Xx,X'x')¢:(Xx")T(x")¢s(X'x")l/!(x')atl 

- (1- h)E J dXdxdX' dx' dX" dX'" dx'''l/!t (X) l/Jt (x)l/Jt (X')A(Xx, X"'x"') A (X'x'" , X"x') T(X"') ¢a(X'" x')l/J(X")a", +h. c. 
a 

- (1- t1T)6 J dX dxdX' dx' dx" dX'" dx"'l/Jt(X)l/!t(x)l/!t(x')A(Xx, X"'x"') A (X'''x' , X'x") T(x"') ¢a(X'X'" )l/!(x")aa +h. c. 
a 

-~:0 J dXdxdX' dx' dX" dx" dX"'a~l/Jt(X)A(Xx,X'X')¢:(X"'x)T(X"')A(X"'x' ,X"x")l/!(x")l/!(X")l/!(X') +h. c. 
'" - t:0 J dXdxdX' dx' dX" dx" dx"'a~l/!t(x)A(XX,X'x')¢:(Xx"')T(x"')A(X'x"',X"x")l/J(X")l/J(X")l/J(X') +h. c. +... . (B7) 
'" 

The fourth order contributions are of the forms 04, 40, 13, 31, and 22. We cannot evaluate the contributions 04 
and 40 here since the series (63) for the transformed proton and electron field operators have only been evaluated 
up to third order. However, the only possible contributions to the terms 04 and 40 which are of binary collision 
form are those of structures at l/!t l/Ja, at l/!t if!l/Ja, at ifJ'l/Jt l/Ja, l/Jt l/Jt if!t if!' aa, at at l/Jl/!l/!l/J, l/!t l/Jt if!t l/Ja, and at l/J'l/!l/Jl/!. Such contribu
tions will be found to also occur in other terms [e. g., there are such terms in (B4), (B5), and (B7)] in the second 
order. Hence we shall, for consistency, drop all fourth and higher order contributions to such terms. Note that 
this requires dropping the term with coefficient (1T/4 - t) in (B6), and the terms with coefficients 1T/4 and 2(1- 1T/4) 
in (B7). By the same token, the terms of structure at l/!t l/!l/Jl/J and if!t l/Jt l/!t l/Ja in (B7), which are of fifth order, will also 
be dropped, as will such fifth order contributions in similar terms which will subsequently be evaluated. 

The terms 13 and 31 are found to be 

- t E J dX dxdX' dx'a~a1¢:(Xx)¢a*(X'x')[T(X) + T(x) + T(X') + T(x')]¢y(Xx')¢o(X'x)aoa,,+ . .. 
aByO 

(B8) 

where the omitted terms" ... " consist of multiple (higher than binary) collision terms, binary collision terms of 
fifth and sixth order in wavefunctions, and binary collision terms at l/J'l/Ja of fourth order in wavefunctions. 41 The 
contributions 22 consist entirely of multiple colliSion terms, binary collision terms of fifth order, and binary colli
sion terms atifJ'l/Ja of fourth order, and hence will all be dropped. 
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Next we consider the transforms of the interaction terms VjljI' V ... , and Vjle in (1), which can be evaluated in 
analogy with (B1). We shall employ a notation similar to that used in enumerating the various contributions to (B1), 
denoting by ijkl the sum of the contributions of form I/J(ilr I/J(ilt VI/J(klI/J(1) to the Tani transforms of V #' Vee, and V jIe' . 

The terms 0000 are merely VPJI ' Vee, and V jIe themselves. The first order contributions 0001, 1000, 0010, and 0100 
are found in analogy with the derivation of (B2) to be 

-~ f dX dxql(X)I/Jt(x)V(Xx)cf>a(Xx)aa + h. c. - J dX dxdX' dx'I/Jt (X)I/Jt(x)V(Xx)6.(Xx,X'x')I/J(x')I/J(X') + h. c. 

+6 f dX dx dX'I/Jt(X)I/Jt(x)I/Jt (X')[V(Xx) + V(XX')]cf>a(X'x)I/J(X)a", + h. c. 
'" 

+6 J dX dxdx'I/Jt(XW(xW(x')[V(Xx) + V(xx')]cf>",(Xx')I/J(x)a",+h. c. +. . . (B9) 
'" 

where the terms " ... " are ternary collision terms of the form I/Jt 1/l I/Jt I/JI/JI/J. 

The second order contributions are of the forms 0002, 2000, 0020, 0200, 1001, 0110, 0101, 1010, 0011, and 
1100. The terms 0002, 2000, 0020, and 0200 are 

(1- trr)6 J dXdxdX' dX" dx"I/Jt (X)1/l (xW (X')V(Xx)6.(X'x,X"x")cf>a(Xx")I/J(X")a", +h. c. 
a 

+ M1- t1T)6 J dXdxdX' dX" dx"I/Jt(XW(xW(X')V(XX')6.(X'x,X"x")cf> .. (Xx")I/J(X")a .. +h. c. 
'" 

+ t(1- trr) 6 J dX dxdx' dX" dx"I/Jt(X)I/Jt (xW (x')V(xx')6.(Xx' ,X"x")¢",(X"x)I/J(x")aa + h. c. +. . . (B10) 

'" 
where"· .. " are multiple collision terms. Similarly, the sum of the terms 1001, 0110, 0101, 1010, 0011, and 1100 
is 

6 J dXdxa~cf>:-(Xx)V(XX)cf>B(Xx)aB+6 J dXdxdX' dx'l/l(X)!Jt(x)6.(Xx,X'x')V(X'x')cf>",(X'x')a",+h. c. 
as '" 

+ J dX dxdX' dx' dX" dx"l(X)I/Jt (x) 6.(Xx , X"x")V(X"x")6.(X"x" ,X'x')I/J(x')I/J(X') 

+6 J dXdxdX'a~I/Jt(X)cf>:(X'x)[V(Xx) + V(XX')]cf>s(X'x)I/J(X)as 
"'S 

+6 J dX dxdx'a~I/Jt (x) cf>:(Xx')[V(Xx) + V(XX')]cf>B(Xx')q,(x)as 
"'s 

-6 J dXdxdX'a~I/Jt(X)cf>:(X'x)[V(Xx)+ V(X'x) + V(XX')]cf>s(Xx)q,(X')as o<S 

- 6 J dX dxdx'a~I/Jt (x)¢:(Xx')[V(Xx) + V(Xx') + V(xx')]cf>s(Xx)I/J(x')as 
o<S 

+6 J dX dxdX' dx' dX"I/Jt(XW(X')I/Jt(x')6.(X'x',X"x)[V(Xx) + V(XX"»cf> .. (X"x)I/J(X)a", +h. c. 
a 

+6 J dX dxdX' dx' dx" lJIt (x)1/l (X')I/Jt (x')6.(X'x' ,xx")[V(Xx) + V(xx")] ¢'" (Xx") I/J(x)a", + h. c. 
'" -~ J dX dxdX' dx' dX"I/Jt (X)I/Jt (X')I/Jt (x')6.(X'x' ,X"x)[V(Xx) + V(Xx') + tV(XX') + V(X"x) + V(XX")]cf>",(Xx)q,(X")a", +h. c. 

- 6 J dX dxdX' dx' dx"I/Jt(x)<ll(x')l/Jt(x')6.(X'x',Xx")[V(Xx) + V(XX") + tV(xx') + V(xxl)]cf>",(Xx)l/I(x")a", + h. c. 
'" 

+ t ~ J dX dxdX' dx'I/Jt (X)I/Jt (x)q,t (X')I/Jt(x')[V(XX') + V(xx') + V(Xx') + V(X'x)] cf>",(Xx) cf>s(X'x')asa" +h. c. +. . . . (B11) 

Next consider the third order terms. The sum of terms of structure 0003, 3000, 0030, and 0300 is found to be 

-6
1 6 J dX dxdX' dx'a~I/Jt (X)I/Jt (x) cf>:(X'x') V(Xx) cf>s(Xx')cf>y(X'x')aylls + h. c. 

",BY 

- t 6 J dX dxdX' dx' dX"I/Jt(X)I/Jt (x)l/l (X')[2V(Xx) + V(XX')]6.(Xx,X"x')cf>a(X'x')I/J(X")a", + h. c. 
a 

- t6 J dXdxdX' dx' dx"lJIt (XW(xW(x')[2V(Xx) + V(xx')]6.(Xx,X'x")cf>",(X'x')I/J(x")a", +h. c. 
'" 

+ t 6 J dX dxdX' dx' dX"lJIt (xW(x)I/Jt (x') V(Xx) 6.(Xx' ,X'x") cf>",(X'x)I/J(x")a", + h. c. +. . . (B12) 
0< 

where the terms" ... " are multiple collision terms and terms of structure W l/It q,t I/Jt aa + h. c. ) which are of fourth 
order in wavefunctions, hence of the same order as terms 04 and 40 which were not calculated [see the discussion 
following Eq. (B7)]. The sum of the terms 1002, 2001, 1020, 0201, 0120, 0210, 0102, 2010, 0012, 2100, 0021, and 
1200 is 

t 6 J dX dxdX dx'a~a1cf>:(X'x)cf>s*(Xx')[V(X'x) + V(Xx')]cf>y(X'x')I/J(x)q,(X)ay + h. C. 
"'BY 

- (% - ·h)6 J dXdxdX' dX" dxl/lJIt (XW(x)q,t(X')V(Xx)6.(X'x,X"x")cf>",(Xx")I/J(X")a", +h. c. 
'" - t(% - t1T)6 J dXdxdX' dX" dx"I/Jt(X)I/Jt(x)I/Jt(X')V(XX')6.(X'x,X"x")¢",(Xx")l/I(X")a",+h. c. 

'" - t(% - t1T) 6 J dX dxdx' dx" dx"I/Jt(X)I/Jt (x) I/Jt (x')V(xx') A(Xx' ,X"x")cf>",(X"x)l/J(x")aa +h. c. 
'" +t 6 J dXdxdX'dx'a~q,t(XW(x)cf>:(X'x')V(Xx)cf>s(X'x')¢y(Xx')ayllB+h.c. +.... (B13) 

aBY 

Finally, the terms 0111, 1110, 1011, and 1101 are 

- 6 J dx dxdX' dx'a~I/Jt(X)lJIt (x)cf>:(X'x')[V(Xx') + V(X'x) + V(XX') + V(xx')] cf>s(Xx)¢y(X'x')aylls +h. c. 
"'BY 

+ 6 J dX dxdX' dx'a~I/Jt (xW (x)cf>:(X'x')[V(X'x') + V(XX') + V(xx')]cf>jI(X'x)cf>y(Xx')aylljl + h. c. + .... 
",BY 

(B14) 
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The fourth order terms 0004, 4000, 0040, and 0400 cag.not be evaluated here, since the series (63) were only 
evaluated to third order. However, in analogy with the case of the terms 04 and 40, one concludes that the only 
binary collision terms which can arise from 0004, 4000, 0040, and 0400 are those of structures a' l/ll/l' l/Ja, at l/I'l/Il/Ja, 
l/It l/It IJ>t l aa, at at l/IlJ>l/Il/I, l/It l/It l/It l/Ja, and at l/It l/Il/Il/J. Since we have consistently been dropping fourth or higher order con
tributions to such ter.ms, we need not concern ourselves further with them here. The remaining fourth order terms 
are of the forms 1003, 3001, 1030, 0301, 0103, 3010, 0130, 0310, 0013, 3100, 0031, 1300, 2002, 0220, 2020, 0202, 
0022, 2200, 0112, 2110, 0121, 1210, 0211, 1120, 1012, 2101, 1021, 1201, 2011, 1102, and 1111. The sum of the 
terms involving 1 and 3 is 

-;. 6 J dX dxdX' d.x'a~a1<1>:(Xx)<1>e*(X'x')[V(Xx) + V(Xx')] ¢,.(Xx') ¢6 (X'x)a6a,. + '" 
v a/IYG 

(B15) 

where" ... " stands for multiple collision and fifth42 and higher order terms. The terms 2002, 0220, 2020, 0202, 
0022, and 2200 are all of multiple collision form or of fifth or higher order, and hence negligible. The terms 0112, 
2110, 0121, 1210, 0211, 1120, 1012, 2101, 1021, 1201, 2011, and 1102 yield 

(B16) 

Finally, the term 1111 is found to be 

i a~ J dXdxdX' dx'a~1¢:(XX)¢B*(X'X')[V(Xx') + V(X'x) + V(XX') + V(xx')]¢1'(XX)¢6(X'x')a6a,. 

- i 6 J dX dxdX' dx'a~a~¢:(Xx)¢:(X'x')[V(XX') + V(XX')]¢1'(X'X)¢6(Xx')a6al' + ••.. 
a8Y6 

(B17) 

This completes the evaluation of the transformed Hamiltonian to fourth order. Upon combining terms of like opera
tor structure, one finds the expressions in Eqs. (68) ff. 

APPENDIX C: PROPERTIES OF THE UNBOUND 
PROTON-ELECTRON INTERACTION 

Let 1<1» be anyone proton-one electron state: 

1<1» = J dXdx<1>(Xx)l/I'(X)l/I'(x) 10). (Cl) 

Assuming the ¢ a to be single-atom energy eigenstates 
(71) so that (80) holds, one easily verifies with (78) that 

Hp"I¢) = J dXdx[V(Xx)¢(Xx) 

- "{fE",(¢",,¢ )¢",(Xx)]l/J' (X)l/I' (x) I 0). (C2) 

Then by (1) and (75) 

(Tp + T" + Hpe) I¢) 

= J dX dx[H(Xx) <1> (Xx) - 6 E",(¢",,¢ )¢",(Xx)] 
'" 

x l/I' (X)l/l (x) 10). (C3) 

H ¢ is one of the bound eigenstates ¢ '" of H(Xx), then 
one has trivially43 

(C4) 

On the other hand, if <1> 1. is orthogonal to all the bound 
states so that (<1>",,¢1.) =0, then one has with (1) 

(Tp + Te+Hpe) I¢.I.) = (TI> + Te+ V,e)I¢1.) 

=J dX dxH(Xx) <1>1.(XX) l/I' (X)1/J' (x) 10). (C5) 

Let ¢,,(Xx) be the continuum (unbound, positive energy) 
eigenstates of H(Xx), with energies E,,;;' O. One can 
expand any ¢(Xx) in the form 

¢(Xx) =l,? c",¢",(Xx) +~ ck¢,,(Xx) (C6) 

where (cf>",,¢,,) = O. Then by (C4) and (C5) 

(C7) 

so that 

(¢ 1 (Tp+ Te+Hpe) 1<1» =0 Ick I2E,,;;, 0, 
k 

(C8) 
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1. e., (T, + Te + Hpe) is positive semidefinite and hence 
has no bound states. 
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some other matrix elements. 

34T. Nishigori, Prog. Theor. Phys. 51, 1387 (].974). 
35See the unnumbered equation after Eq. (2.19) of Ref. 34. 
36H. L. Sahlin and J. L. Schwartz, Phys. Rev. 138, B267 

(1965). 
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3TA. Goldberg and R.D. Puff, Phys; Rev. lett. 80~ 869 (1973). 
311B. Munro, private communication. 
Slpp. 51, 52 of Ref. 28. 
'OAt this point we are maintaining the previous convention that 

A", and A", t are of zero .order. In suchcontributlons we shall, 
after normal ordering, restore any 4>: and 4>", factors coming 
from the definitions of A", and A .. t, provided that they have 
not disappeared in t~ contraGtlons of A",A", t. Thus the true 
order with. respect to 4> .. and 4>: factors wlll be ;;. the nomi
nal order defined by our iterative scheme. 

1919 J. Math. Phys., Vol. 16, No.9, September 1975 

'tRecall that the contributions ,,t!/ltl/la start with terms of sec
ond order, and that there are fourth order terms of struc
ture atl/lt!/la in the contributions 04 and 40, which we axe· not 
evaluating. 

GUncontracted terms involving A and At factors are of fifth and 
higher orders. . 

uln fact, (C4) holds even if the4>iI are not eigenstates of H(Xx). 
However, the proof then requires the more general expres
sion (79) and is less trivial. 
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Borel summability and distribution 
P. Hillion 
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This paper concerns the Borel summability of series expansions ~o f n I/In (x) ! f(x). where the 
polynomials 1/1. (x) defined on the interval I of the real line, are orthogonal in some space L 2(1) 
and we look for conditions on f n such that f(x) is a distribution. As an application, a long 
standing ambiguity in the quantum theory of Coulomb scattering is solved. 

I. INTRODUCTION 

The Borel transformf(z)=B{J"} of a sequence {jn}, 
n = 0, 1, 2, "', of real or complex numbers, is defined 1 

by the re lation: 

!, = ~ i f(z) Zn-l dz (1) 
n 27Tt r 

where the contour r encloses all the singularities of 
f(z). Equation (1) can be written in a symbolic wayl: 

0.,0 being the Kronecker symbol, hn =1 for n ~ 0, and 
B{hn}= h(z) = z/(z - 1). f(z) is the analytic continuation 
of the generating function 'E ~ fn z-", so the Borel trans
form enjoys all the well-known algebraic properties of 
generating functions; in particular 

B({Jn} * {gn}) =f(z)g(z) 

where the symbol * denotes a convolution product. 

If lim."l f(z) exists, the series 'io"fn is said B-sum
mable and we write 

(2) 

of course, a convergent series is also B-summable with 
the same limit. Let f(z), g(z) be the Borel transforms 
of the sequences {J), {gn}' defined, respectively, for z 
outside some domain iJ" iJg , according to (1) and let r 
be a contour enclosing all the singularities of 
p-l f(P)g(z/p); if C denotes the infinite circle, then from 
Cauchy's theorem, it follows 

2!i [ P-lf(P)g(i)dP + 2!i f P-lf(p)ga)dP=O. 

Provided that P-lf(P) and g(z/p) have no common singu
larities, we can alway~ find r, enclosing the singulari
ties of p-l f(p) and for r g those of g(z/p) such that r r 
=fr +fr and since fr F(z)dz=-ff zF(1/z)dzwhere 

f AK F F 
r F and r F enclose, respectively, the singularities of 
F(z) and those of zF(1/z). The previous relation can be 
written in the form 

~ ( .!. f(P)/=-) dp + ~ f 1- f(P) J=-) dp 
27Tt Lr p \p 27Tt 2p 5\p 

f C 

1 I g(p) (Z) 1 Jg(p) (Z) 
==' 27Ti r

g
- p- f p dp+ 27Ti C 2p f pdP. 

If we note f(z) @ g(z) and g(z) * f(z), respectively, the 

f(z) * g(z) :=:g(z) il f(z) 

with 

f(z) ® g(z) = ~ 1 f(P) J=-) dp + ~ f f(p) i=-)dP 27Tt r P 5\]1 27Tt C 2p \P 
K - (3) 

and similarly for g(z)~ f(z). For Borel transforms, in 
all the cases that we have considered, the value of the 
integral along the infinite circle tends to zero. 

Theorem 1: 

f(z)~ g(z) = B{Jn gJ 

Proof: From the equalities 

fnhn=f(z) 0,,0' 

gnhn=g(z) 0,,0' 

hnhn;: hn:=: h(z) 0no, h(z) = z/(z - 1) 

it is trivial to prove the relation h(z)~g(z)=g(z) 
=B{gnhJ This last result and Eq. (5b) lead to 

hngnhn= gn hn= (h(z) e g(z» 0.,0 =g(z) 0no; 

so 

fng.hn=U.h(z)one ~ g(z)} 

and with (6) 

fngnh.=Unhn t3 g(z». 

Finally, using (5a) 

f"gn h"==, (f(z) @ g(z)} 0no; 

ImZ 

_--_ r 
/" ~ 

I xY, 
I / \ 
I ,8 I 
\ 0 
\ I 
\ / 
" / .... "., ----

(4) 

(5a) 

(5b) 

(6) 

left- and right-hand side of this equation, we have FIG. 1. The Fourier series. 
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TABLE I. Borel transforms 1/!(x, z) of sequences of polynomials 
1/!(x) defined on the interval! of R. & 

Fourier (-1T,:n") -iD n 

Fourier (O,1T) D2 

Fourier (O,1T) D2 

Chebyschef (-1,1) (1- x 2)1I4D(1 _ x2)112 XD(1 _ x 2)114 

Legendre (-1,1) D(x2 -l)D 

Laguerre (0,00) xD2+D-i -n 

Hermite (_ 00,00) D2 _x2 +1 

D (1 21a+1I2 D 

Gegenbauer (-1,1) 
W(x) -x W(x) 

W(x) = (1- x2)cr/2-1/4 

Fn (x) = cosnx F(x, z) 

z"" 
F(x,z) = z- ez..1 

z(z-cosx) 
Z2 - 2zcosx+ 1 

zsinx 
F(x,z) z2 -2zcosx+1 

T(x, z) z(z-cosx) 
z2 -2zcosx+1 

z 
p(x, z) -..; z2 _ 2zcosx+T 

L (X, z) = --=- e->:I<"!) 
z-1 

(Z2 -2zcosx+1)a 

&D=d/dx, Q is the differential operators with eigenvectors 1/!n(x) and eigenvalues ~. In the definition of Gegenbauer polynomials, 
2Ft is the hypergeometric function. 

that is, f(z)* g(z) = BUngn}. This completes the proof. 

Of course, BUngn} is computed with the easier of both 
expressions: f(z) il g(z) or g(z) (J f(z). An immediate 
corollary follows 

Corollary: 

r h enclosing the point 1 in the complex plane. It is easy 
to show that in this case the integral along C is zero 
since for P - 00, fCp) = "i~ (f/p n) and for 1 zip 1 < 1, z/ 
(z - p) = - (zlp)(1 + zip + Z2/p2 + ... ). Theorem I and Eq. 
(2) lead to 

(7) 

JuryZ has proved Theorem I whenf(z) is a meromorphic 
function and the integral along C zero. He has also given, 

/ 
I 

.,... 
/ 

I",Z 

r 

I , 
\ 

\ , , 
o 

I 
I 

4 

' ......... _--"" 

FIG. 2. The Chebyschev, Legendre, and Gegenbauer 
polynomials. 
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in this special case, many applications of (7) to the 
summation of series. 

2. ORTHONORMAL B-SUMMABLE SERIES 
EXPANSIONS 

Let {lJ!n ~x)} be a sequence of polynomials defined on an 
open interval 1= (a, b) of the real line JR with the Bore I 
transform lj!(x, z)=B{lJ!n(x)}. 

From now on, we assume that in Eq. (3) the second 
term is zero (from a practical point of view, it is not a 
real restriction); then relation (7) for x E I leads to 

.. B 
L; fn lJ!n (x) = f(x), 

o 1 f 1 f(x)= lim -2 . -p f(P)lJ!(x, zlp)dp • 
• -1 1n r f (8) 

[We assume that (1/21Ti) Ir
f 

(1/P)f(P)lJ!(x,z/P)dP is 
holomorphic bounded in the open disk 1 z-1

1 < 1 so that 
from a well-known theorem7 the radial limit exist.] 
Now the question is: What does the equality (8) mean? 

ImZ 

..... - -', ,-
/ , 

I , 
I \ 

I r \ 

I /I 4 
R.Z \ I \ I , , / 

"- ,/ , ..-

FIG. 3. The Laguerre polynomials. 
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--/' 
I 

I , 

ImZ 

... 
"- , 

\ 
\ 
\ 

\ I ~ 
\ / 

\ / 

' ........ '--_ ...... / 

FIG. 4. The Hermite polynomials. 

Before answering, we have a look at orthonormal series 
expansions in distribution theory but first we give in 
Table I the Borel transform of the most used families 
of polynomials and Figs. 1 to 4 show the contour 
r f of definition (1). r is the same for Chebyschev, 
Legendre, Gegenbauer polynomials while for Laguerre 
polynomials r is such that one can reach the point 1 only 
along the real axis; functions 1/i(x, z) are analytic outside 
r for xEI. 

Zemanian 3 seems to be the first to have studied the 
expansion of distributions into orthogonal polynomials. 
Here, we only give the main results useful later, with
out demonstration; but the interested reader can find all 
the proofs in Zemanian's monograph. 3 

He introduces a particular testing function space A 
as the set of functions cp(x) with the three following 
properties: 

(i) cp(x) is defined, complex valued, continuously dif
ferentiable on I; 

(ii) for each integer k, the quantity ak(cp) 
= [ r: I I<. k cp(X) 12 dx ]1/2 exists, I<. being a differential 
operator whose eigenvectors are the polynomials l/J,,(x). 
The expression of I<. and the corresponding eigenvalues 
A" are also given in Table I, 

(iii) for each integer n, k, (I<. k cp(x), l/J,,(x» 
=(cp(x), I<. kl/J,,(X» with (J(x), g(x»= ffl(x)grx)dx, where 
grx) denotes the complex conjugate of g(x). 

A is a linear space with the system of seminorms 
{ak}. Equipped with the topology generated by {aJ;, A 
becomes a countably multinormed space; it is complete 
and therefore a Fr6chet space. 

Lemma 1: If cpEA, then cp(x)=l:; (cp(x), l/J,,(x» l/Jn(x) 
where the series converges inA. 

Lemma 2: Let a" denote complex numbers. Then 
l:~ a"l/J,,(x) converges if and only if l:~ IAnl2k lanl 2 

converges for every nonnegative integer k. 

Lemma 3: A is a subspace of L2(I) and E(l) (space of 
complex, continuously differentiable functions on I) and 
f) (1) c A c E(I). 

LetA' be the dual of A and (f(x), cp(x» be the number 

(f(x), cp(x» = (J(x), cp(x»]. A' has the three following 
properties: 

(1) E'(I)cA' cf) '(1); 

(2)A c L~(I)cA'; 

(3) for each I EA', there exists a nonnegative real 
integer and a positive constant c such that 

IU(x), cp(x» I '" c max dk(cp) ycpEA, 
Olllllik4ir 

where rand c depend on/but not on cp. Then, Zemanian3 

proves the following theorems: 

Theorem 2: If/EA', then the series l:;(f(x), ~"(x»l/Jn(x) 
converges in A' . 

Theorem 3: Let Un} be a sequence of complex num
bers, then l:~ f nl/Jn(x) converges inA', if and only if 
there exists a nonnegative integer cp such that 
l:A ,ooIAnl-211/"12 converges. Furthermore, iff(x) de
notes the sum inA' of the series, thenln=U(x), J;n(x». 

For the polynomials in Table I (see'the eigenvalues 
An) Theorem 3 gives: 

Corollary: L:; In l/Jn(x) converges in A' if and only if 
there exists an integer k such that lim".~ In/nk - 0. 

For trigonometric series, this result was proved by 
Schwartz. 4 From now on, when l:~ I" l/Jn(x) converges in 
A', this is, when (f(x), ~(x» = l:~ I"(l/Jn(x), cp(x» for any 
cp EA, we write 

A' ~ 
I(x) = 6 I" l/J,,(x). 

o 

So, the question following relation (8) can be put more 
precisely: Under what conditions does 

B ~ 

I(x) = 6 f "l/J,,(x) 
o 

belong to A' ? 

3. DISTRIBUTIONS AND BOREL SUMMABILITY 

First, we introduce the following theorems for 
X(x,z)=sfx,,(x)}, that is, 

x"(x) = 2~i [ X(x, z) Z,...l dz, x r- I. 

(a) If lim.... X(x, z) =X(xo' z) for every z E r, if there 
exists gr ELtf:> such that Ix(x,z)1 "'gr(z) for every 
xEI and z E r; then from Lebesgue's theorem it follows 

that 1 i 
lim xix)= -2. lim X(x,Z)Z,,-l dz, n;;'O, 
x "'X'o 7ft r x '''%0 

ImZ 

that lEA' assigns to cp E A [so that, if f E L 2(1), then FIG. 5. 
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or 

B{lim X,,(x)}= lim X(x,z). (9a) 
xl..,.o xt-xo 

(b) If [r IX(x, z) z,,-11 dz is bounded for almost every 
x E I, if [I dx [r I X(x, z)z"..11 dx is also bounded, then 
Fubini's theorem implies 

f x ,,(x) dx = 2!i [ dz Z"..1 f X(x, z) dx; 
1 r 1 

that is 

B{J X (x)dx}=l X(x,z)dx. 
I n 1 

(9b) 

(c) If for every XEI, X(X,Z)Zrt-l is summable on r, if 
for every z E r, X(x, z) is differentiable, and if there 
exists gr(z) E L 1(r) such that I ox (x, z) I ox I "" gr for every 
xc:: I and every z c:: r, then 

'9Xn(x) = ~ 1 JL x(x, z) Z,,-1 dz, 
,,)X 27Tl r ,,)X 

that is, 

(9c) 

Remark 1: Since r is arbitrary in the analytic domain 
Q of X(x, z), the conditions which make valid the three 
previous theorems are to be fulfilled for any r in Q. 

Remark 2: If we consider X(x, z) nx) instead of X(x, z). 
relation (9b) gives [it is assumed that X(x, z) ~(x) satis
fies all the necessary conditions] the following relation, 
useful later: 

B{j X (x)~(x)dx}=l X(x,z)~(x)dx. 
1 " 1 

(9d) 

Let us now consider 

X(x)=limX(x,z) and Xl(x)==lim JLx(x,z). 
61""1 K 1-1 ,9X 

Lemma 4: If I X(x, z) I and I (a/ax)x(x, z) I are bounded 
by some integrable functions on I when z ..... 1, then 
Xl(X) = (ojox)x(x) inA'. 

Indeed, for every cp E A 

f cp(x)xl(x)dx= J cp(x) lim f- x(x, z)dx 
1 1 If -1 X 

=- f cp'(x)limX(x,z)dx, 
1 .... 1 

since from the assumptions one may exchange limit and 
integration. 

Corollary: Any B-summable series satisfying the 
conditions of Lemma 4 can be differentiated term by 
term inA' if the derived series is B-summable. In fact, 
we have 

~ .. 
X(x)= lim L; X,,(x)z-", Xl(X) = lim L; X~(x)z-" 

If 1-1 0 If 1-1 0 

[in this last case provided that relation (9c) holds] and 
from Lemma 4 X1(X) =X'(x). 

We now discuss the consequences of relation (9d). For 
Izl >17, l7=sup;E / vl/n l/l,,(x)I,f(z) i)lJi(x,z) has the power 
series expansion "i~ In I/I,,(x) z-", so that from (9d) it 
follows that 
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t {" (I/I,,(x), IPm(x» == f I(z)* I/I(x, z) ~m(x) dx; 
o " I 

that is, since (I/I,,(x), I/Im(x»=/inm' 

lo. = f I(z) i) IJi(x, z) lPn(x) dx 
zn 1 

and 

In= lim J I(z)() I/I(x,z)~n(x)dx. 
z ... 1 [ 

Now if (i) I I(z) (j I/I(x, z) I is bounded by an integrable 
function on I when z .... 1, then from the Lebesgue theorem 

.t, = f lim I(z) ~ I/I(x, z) i/Jn(x) dx = 1 I(x) lPn(x) dx; 
" 1 If 1-1 1 

(ii)~ I: converges, then from the Riesz-Fisher 
theorem 

and 

(10) 

In = f 11(X) ~,,(x) dx. 
1 

(10') 

The comparison between (10) and (10') gives I I(X) = I(x), 
so we can state: 

Theorem 4: If conditions (i), (ii) hold, then 

f Inl/ln(x)~/(x)ELV). 
o 

Remark: In the following, we use the fact that the 
generalized differential operator R.' on A' defined 
through the relationship (f, R.CP) == (R.' I, <i5) satisfies 
R. == R.' (see Ref. 3). 

Using Zemanian's theorem that a necessary and suf
ficient condition for I to belong to A' is that there exists 
some nonnegative integer k and gE L2(1) such that 
1= R. kg + 2: ~ -0 Cn IP" where the cn denote complex con
stants, we c~n state: 

Theorem 4': If 

and 

then/(x)c::A' and from Theorem 2 

1,,= (f(x), lP,,(x». 

Theorem 5: If l(x)~"i~f"I/I,,(x) and Eq. (11) holds, 
then I EA'. 

(11) 

Indeed, Eq. (11) defines f(x) as a continuous linear 
functional on the linear subspace A of A: )j 
= {cp(x) : cp(x) = "i: a" cp ,,(x)}, so by the Hahn-Banach 
theorem, f can be extended onto all of A. 

Theorem 6: If 

I(x) 1: i. In I/In(x) 
o 
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and 

f l(X) ~ t fn IJin(x) 
o 

with 

then 

From Theorem 3 f n = (f(x), ~n(x» and from Theorem 5 
f 1(x)E:A', so 

f(x) - f1(X)4' t (j(x) - f 1(x), ~n(x» IJin(x) 
o 

=0. 

Theorem 6 does not imply f(x) = f1(X) , an interesting 
counter example is given in Sec. 4. 

Let us now give some examples, considering first 
trigonometric series. The Borel transforms of {e in6}, 

{cosnO}, {sinnO} are given in Table I and, besides, we 
have 

B{; cosnO}=lOg (Z2 _ 2z coszO+ 1)1/2 ' 

{
I. } sinO B - smnO = 0 + arctan II , 
n z - cos" 

0>0, 

B{ 
O}- z[(I+z2)cosO-2z] 

n cosn - (Z2 _ 2z cosO + 1)2 ' 

{ . D} Z(Z2 - 1) sinO 
n smn" = B (Z2 _ 2z cosO + 1)2 

It follows at once for - 'IT < 0 < 'IT that 

~ cosnO B ~. B 1 0 6 -- =-10gsinO-log2, L smnO="2 cotan -2 ' 
1 n 1 

~ B -1 T' n cosnO = 4 sin2( 0/2) (12a) 

.;.. sinnO B 'IT 0;" B 1 ;.. • B ) 
LJ --= -2 - -2' L. cosnO=-"2, L.. nsmnO=O. (12b 
1 n 1 1 

These series divide into two classes according 
whether 1(0) is periodic (first line) or not (second line). 
In this last case, the sum in the left-hand side is not 
flO), but rather a periodic distribution!(O) which co
incides with f( 0) in the period (- 'IT, 'IT). In the previous 
examples, it is easy to obtain i( 0): 

~
'IT 0 

~ . 2 - 2' 
2:; smnO ~ ](0)= 
1 n 'IT 0 

2 - 2 -m'IT, (2m - 1)'IT < 0< (2m + 1)'IT; 

that is, 

~ sinnO B 'IT 0 ~ { } 6 --= - - -2 - 'IT .0 H 0 - (2m - 1)'IT 
1 n 2 1 
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o 
+ 'IT L H{(2m - 1)'IT - O} (12a') 

where H( 8) is the Heaviside function. Taking the deriva
tive term by term of this expression gives, according to 
the corollary of Lemma 4, 

t cosnO ~ - ~ + 'IT 02.( 0) (12b') 
1 

with 02.( 0) = L;:' ~ o( 0 + 21Tm) where ° is the Dirac distri
bution. In the same way, with 0;.(0)=(,9/,90)02.(0), 

£. n sinn 0 ~ 'IT o~.( 0). (12c') 
1 

Relations (12b) and (12') differ by some linear combina
tions of Dirac distribution and of its derivatives at the 
ends of the interval I. More important, with (12') but 
not with (12b), relation (11) is valid, so that from 
Theorem 5 ](O)EA' but notf(O). 

We generalize this result: Since f(x) is defined only 
on the open interval I, one can always consider an ar
bitrary linear combination of f(x) and of Dirac distri
bution and its derivatives at the ends of I. From now 
on we call Borel sum this particular combination f(x) 
when it exists which makes relation (11) valid, so that 
from Theorem 5 ](x) E A'. Not any B-summable series 

f(x) ~ t fn ljJn(x) 
o 

can satisfy (11), for instance, iffn does not fulfill con
ditions of Theorem 3. 

It is trivial to show that for expansions (12a), relation 
(11) holds. For instance, from 

~ (0 )-1 ~ n cosnO~ - 4 sin2 2 

it follows that (where f. p. means "finite part") 

n=(- 4sin!(0/2)' cosno)=f. p. (- 4Sin;(0/2), cosne) 

l' (1 j. cosnO dO _ El ) 
= - e~IJ1 2 1 - cosO 

E 

In the same way, 

.;.. 2' DB 1 cos8/2 
'j-'n sInn" = - 4" sin30/2 

leads to 

n2= (_.! cos(B/2) . B) (1 cos(B/2) . B\ 
4 sin3(0/2) ,smn =f.p. - 4" sin3(B/2) , sInn ~ 

= - lim(.! 1· cos(B/2) sinnO dO - ~E)' 
eoo() 2 e 1- cosB 

Let us now give some results using Legendre poly
nomials. From the Borel transform of {Pn(cosB)} in 
Table I and from the following equality 1.2 B{nljJn(x)} 
= - z(,9/,9z) ljJ(x. z) we obtain for x = cosB -=:: (- 1, 1) 
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.. B 1 .. B-1 
L P,(X)= , E lP,(x)= , 
o v'2(1 - x) 0 2v'2(1- x) 

t (2l + l)P,(x)~O; 
o 

but to make (11) valid, these relations have to be 
changed into 

.. B 1 
E P,(x) = ---, 

.. B-1 
L lP,(x) = + /i(I-x), 

o v'2(1- x) o 2v'2(I-x) 

"£ (2l + I)P,(x) ~ 2/i(1- x). 
o 

To sum up, if the Borel sum is correctly defined at 
the ends of the interval, that is, provided that Eq. 
(11) can be satisfied, two different B-summable series 
~~ fnlPn(x) have different limits which belong to A'. 

4. APPLICATION 

Zemanian3 has given many applications of the distri
bution theory in A I for solving some partial differential 
equations. Here we intend to give an application with a 
view to solve an ambiguity in the physical theory of 
scattering. 

First we look for the Borel transform of the sequence 
of hypergeometric functions {2F1(-l, 2ia, 1 + ia; I)} 
where I is a nonnegative integer and a an arbitrary real 
number. Using the gamma function (Ref. 5, p. 67), one 
gets 

. . T(I+ia)I'(l+l-ia) 
2F1(-I, 2ta, l+ta; 1)= r(l-ia)r{l+l+ia)' 

so that the relation T(l + z) = z T(z) leads to 

.. . fl l-ia (1-ia)(2-ia) 
L2F1(-l, 2ia, l+za; I)-II =1+-1-·-f+(1 ')(2 .) 
o . +za +za +za 

f x- + ... 
z! 

=lF1(I-ia, l+ia; t) (Ref. 5, p.248) 

where [IF!] is the confluent hypergeometric function. 
But in the Borel's polygon of summability, we have1 

S{2F1( -l, 2ia, 1 + ia; I)} 

= 1'" e- t 1F1(1- ia, 1 + ia; tlz) dt 
o 

(Ref. 5, p.269). 

The analytic continuation of this result is obtained 
through the two relations (Ref. 5, pp. 59, 104) 

x (1 - ;-) b dt, Rea> 0, Re(e - a) > 0, 

with a= 1 - ia, b = 1, e = 1 + ia, so that, finally 
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B{2F1(-I, 2ia, 1 +ia;l)} 

1 ( 2ia 
= z-1 z- (1+ia)B(I-ia,I+2ia) 

II rl"(l- t)21"'dt ) 
o I-liz df. (13) 

This function is analytic in the complex plane cut along 
(0,1). Using (13), it is easy to verify relation (1) on the 
contour of the Fig. 5. Let us notice that Eq. (13) yields 
the known result (Ref. 5, p. 86) 

'" E 2F1(-l, 2ia, 1 + ia;l) ~ia(2ia _1)-1. 
o 

With this previous result and the Borel transform of 
{P,(cosB)} (Table I), we prove in the Appendix the 
follOWing equality: 

S{(21 + 1)2F1(-I, 2ia, 1 +ia; I)P,(cosB)} . r (,.j"'(I- t)·+21a-1 ( f) 
= ~~ i\.(a) (1 _ 2t cosO + f Iz2)3/2 1- Z2 dt 

o . 

where e is a small positive number and 

i\ ()_ T(I+e+ia) 
• a - T(1 _ ia)T(e + 2ia) 

Exchanging lim
6

t-1 and integration, since the absolute 
value of the integrand is bounded on (0, 1) for z 1-1, leads 
to 
.. 
E (21 + 1)2F1(-I, 2ia, 1 + ia; I)P,(cos8) 
o 

~ . £1 f-1a(l_ f)E+2Ia-1 (1- f) 
- hm i\,(a) (1 2t B f)3/2 dt. 

,t-O - cos + 
o 

In the Appendix it is also proved that relation (11) 
holds in the form 

2F1(-I, 2ia, l+ia; 1) 

= lim i\.(a)f.p. II P,(cosO)dcosO 
, toO 

-1 

X {I rla(l- f),·la-1 (1 _ t2 ) 

L (1-2tcosO+f2)312 dt. 
o 

So the right-hand side of (14) belongs to A I. 

We now prove that we also have 

.. (21+1) " 
~ --2- 2F1(-I,2ta,l+w;I)P,(cosO) 

.Alia 
~ 2i" (1- COSB)Ia-1. 

(14) 

(15) 

From Theorem 3, convergence can only be in A I, so 
that Eq. (15) holds if 

. 11 2Fl(-I, 2ia, 1 +ia; 1)= ~~ Lp. (1- COSB)la-1 
-1 

XP ,(cosB) d(cosB). (16) 

Now equality (16) is trivial for 1=0, 1±1, and we prove 
that if it is true for I - 1, 1, it also holds for I + I. In
deed, from (16) and from the well-known relation 
(x=cos6) 
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2Z + 1 Z 
P'+l(X) "" l+T XP,(x) -l+T P I-l(X) , 

we deduce (writing to simplify in the left-hand side 
2Fl(-Z-I,2ia, 1 + ia; 1) instead of 

~f.p, III (I-cos8)1,,-lP,+1(cos8)dcos8) 

that 

2F 1 ( - Z - 1, 2ia, 1 + ia; 1) 

"" 2::11 2F l(-Z,2ia,I+ia;I)-Z!I 

X 2F l (-Z + 1, 2ia, 1 + ia; 1) 

2Z + 1 ia j1 I 
-l+T~ (I-x) "P,(x)dx, 

-1 

The last term can be written in the form 

2Z + 1 2ia .. 
--Z-I- -1-'- 2F1(-Z,2(I+za),2+za;I) 

+ +za 

and thus 

2F1(-Z- 1, 2ia, 1 + ia; 1) 

2Z + 1 .. Z 
"" l+T 2Fl(-Z, 2za, 1 + za; 1) - Z + 1 

F (z 2 · 1 . 1) 2Z + 1 2ia 
X 2 1 - + 1, za, +za; - -Z-I--I-'-

+ +za 

Using gamma functions and the relation r(I + z) 
""z r(z), leads to 

2F1(-Z-I, 2ia, 1 + ia; 1) 

r(I + ia) {2Z + 1 r(l + 1- ia) Z r(Z - ia) 
= r(I-ia) l+T r(l+I+ia) -Z+I r(Z+ia) 

_ 2Z + 1 2 2 r(Z - ia) } 
Z+I a r(Z+2+ia) 

1 r(I+ia) r(l+I-ia) 
l+I r(I-ia) r(Z+I+ia) 

x (2Z + 1)(12 + Z- a 2 - ia) -ZW + 2ila - a2 + Z + ia) 
(Z- ia)(Z + 1 + ia) 

r(I+ia) r(Z+I-ia) l+I-ia 
= r(I - ia) r(l + 1 + ia) Z + 1 + ia 

_ r(I + ia) r(l + 2 - ia) 
- r(I-ia) r(I+2+ia)' 

This completes the proof. 

From (14) and (15), according to Theorem 6, it 
follows that 

ia A' . 
-21" (1- cos8)la-l = hm A.(a) .-0 

X [1 t-I"(I - t)'+2I,,-l(I - f) 
(1 - 2t cos8 + f)3/2 dt, 

o 

1926 J. Math. Phys., Vol. 16, No.9, September 1975 

(17) 

Now let us come to the physical problem of writing 
Eq. (15) in the form 

r(I - ia) a(I- cos8)ia-l -='"::---:--+ 
r(I+ia) 

4' _. ~ ~ (2Z + 1) nl + 1- ia) P ( 8) 
• 2 i"' nl + 1 + ia) ,cos, (15') 

Physicists were alS<5 to prove that the left-hand side 
of (15') is a solution, in spherical coordinates, for the 
scattering amplitude in a Coulomb potential, while the 
right-hand side is the solution written as a sum of 
spherical harmonics. Erroneously, some of them 6 in
ferred the equality of both sides. Moreover, those who 
used the Borel summability method were unable to ob
tain the left-hand side of (15'); the reason why is now 
clear: They could have only found the right-hand side of 
(14) and from (17) equality holds only in A' . 

5, CONCLUSION 

The Borel summability appears as an interesting tool 
for obtaining a class of distributions with orthonormal 
series expansions. Because of the importance in applied 
mathematics and physics of distributions on the one hand 
and of orthogonal polynomials on the other hand, one can 
think that this method will have more and more 
application. 

APPENDIX 

To simplify computations, we do not use relation (13) 
but since 2Fl(I- ia, 1, 1 + ia; Z-l) 
= lim.--o 2Fl( 1 - ia, 1, 1 + e + ia; Z-l) where e is an ar
bitrary small positive number, we can write 
(Ref. 5, p. 59) 

. . -1' nI+e+ia) 
2F l(I-za,I,I+za;z )=hm r(I ')r( 2') 

.--0 - za e + za 

£1 ria(I _ t)e+2Ia-l 
o 1- tjz dt. 

As a first step, let us compute with relation (4) and the 
contour r of Fig. 2 rp(z) = S{2F1(-I, 2ia, 1 + ia; I)P,(cos8) 

. A.(a) 1 dp 
rp(z)=I;_T 271"i r (p2 _ 2pcos8+ 1)1/2 

£1 t-ia(1- t)E+2ia-l 
X dt 

o I-tzjp , 

nI+e+ia) 
A.(a)= r(I- ia)r(e+2ia)' (AI) 

The integral is zero on both circles, so that formally 
exchanging integrations in (AI) it follows that 

rp(z) = lim A.(a) 11 r;a(I_t)E+2;a-11/J(t,z)dt, 
• -0 271" o 

[

in8 dy ( 1 
1/J(t, z) = 2 -sin8 (sin28 _ y2)1!2 1- (tjz)(cos8 + iy) 
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This last integration is trivial: 

( 
2t f )-1/2 

1J!(t,z)=21f 1- Z cos8+?" ' 

so 

i 1 r'a(1 - t)0+21a-1 
rp(z) = ~~ .A.(a) 0 (1 _ (t/z) cos8 + f /Z2)1/2 dt. 

(A2) 

To prove that rp(z) is actually the Borel transform of 
{2F1(-1,2ia, 1 + ia; 1)Pz(cos8)}, Eq. (1) has to be 
verified; that is, 

2F1( -1, 2ia, 1 + ia; 1) P z(cos8) 

= lim -2
1

. A,(a) ( ZZ-1 dz 
,-0 1ft Jr 

(1 t- Ia (1 _ t),+la-1 

x}o (1- (2t/z) cos8 + f /Z2)1/2 dt. 
(A2') 

But equality (A2') is evident; just compute the residue at 
infinity with 

( 
2t f )-1/2 

1- 7 cos8+ Z2 
00 tZ 

= 6 Pz(cos8) I 
o z 

for I~ 1< 1 

and the definition of the beta function. 

As a second step, we obtain 
B{l 2F1(-1, 2ia, 1 + ia; 1)Pz(cos8)} using the relation1 •2 

B{nfn}= - z(d/dz)f(z): 

8{12F1( -1, 2ia, 1 + ia; 1) Pz(cos8)} 

. A,(a) I1 t1- la(1_ 8),+2Ia-1 
-hm--
- ,-0 z (1-(2t/z)cos8+f/z2)3/2 

o 

X(COS8 - Ddt. 

Finally, relations (A2) and (A3) lead to the result 

B{(21 + 1)2F1(-1, 2ia, 1 + ia; 1)Pz(cos8)} 

. 11 t- Ia(1- t),+2la-1 (1- f /Z2) 
= l,:~ A,(a) 0 (1- (2t/z) cos8 + f /Z2)3/2 dt, 

(A3) 

(A4) 

which, since (A4) is continuous for z = 1 and t E (0,1), 
gives 

00 

L: (21 + 1)2F1(-1, 2ia, 1 + ia; 1)Pz(cos8) 
o 
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B t [-la(1_ t),+2la-1(1_ f) 
=1!~A,(a)Jo (1_2tcos8+t2)S12 dt. (A5) 

Let us now look for condition (11), which gives 

2F1(-1,2ia, 1+ia; 1) 

= lim A.(a) (f1 t- 1a(1- t),+2la-1(1_f) \ 
(1- 2tcosB+ f)3/2 dt, Pz(COS8'; ,-0 

o 

=1im A,(a)f. p.j1 Pz(cos8)a(cosB) ,-0 
-1 

[
1 rla(1 _ t)'+la-1(1 _ f) 

x 0 (1- 2tcos8+ f)372 dt 

and from Fubini's theorem 

2F1(-1, 2ia, 1 + ia; 1) 

1 

=1im A,(a) I r la(1_t) .. /a-1 (1-t2 )dt 
,-0 

.. _.0 

11 Pz(cosB) d(cos8) 
x -1 (1 _ 2t cosB + f)3 /2 • 

This equality is then a consequence of the following 
relation easy to prove: 

II Pz(x)dx _ ~ 
(1_2tx+f)3/2 - 1-f . 

-1 

Note added in proof: Dr. L. Marquez has made me 
aware of J. R. Taylor's work, "A new rigourous ap
proach to Coulomb scattering" [Nuovo Cimento B 23, 
313 (1974)] in which similar conclusions are obtained. 
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Small energy denominators in interacting quantum systems: 
Bound states 

S.Il>. Aks, B.B. Varga, and J.J. Sienicki 

Department of Physics. University of Illinois. Chicago, Illinois 60680 
(Received 31 January 1974) 

A perturbative method is developed for calculating bound states of interacting quantum systems, 
which is based on an analysis of terms with small energy denominators. An iterative scheme is 
formulated in a systematic manner which eliminates small energy denominators completely. The 
method is applied to the </>4 model of interacting bosons. The zeroth order solution of the equation 
of motion differs significantly from the usual free solution, and satisfies a different equation, the 
determining or bifurcation equation. The additional information contained in this zeroth 
approximation is used to calculate properties of bound states. 

1. INTRODUCTION 

The equations of motion of interacting quantum-me
chanical system are given as nonlinear differential equa
tions, whose solutions are operator-valued (i. e., q
number) functions of the space-time variables. Although 
much attention is given to the operator aspects of the 
problem, somewhat less emphasis is focused on the non
linearity. This is further complicated in field theory by 
the fact that the solutions are not actual q-number func
tions, but rather distributions (generalized functions), 
in which case the nonlinear terms may not be well 
defined. 

The basic tools employed in the calculations of such 
systems are the diagrammatic methods, which are 
based on the standard method of successive approxima
tions, perturbation theory involving straightforward ex
pansion in a coupling parameter. Such procedures are 
closely related to the classical method of Picard for 
treating (c-number) differential equations. In that con
text the method is used not so much to determine solu
tions, but more often to provide proofs of existence of 
solutions, and as a means of calculating approximations. 
However, the approximations obtained by straightfor
ward perturbation theory (to a given order) are often 
qualitatively, as well as quantitatively, poor, even when 
the full expansion, including all orders in the coupling 
parameter, is known to converge. For example, ap
proximations to solutions of equations which can be 
proved to be periodic in the time variable are found to 
be nonperiodic, and blow up at large times. Such prob
lems are referred to as secular behavior of the approxi
mation.l Modified versions of perturbation theory dif
fering from standard perturbation theory have been de
vised to eliminate such difficulties. Examples are the 
classical methods of Lindstedt and Poincare, and those 
workers following them. 2 It is interesting that certain 
of these procedures resemble methods of renormaliza
tion theory as used in the many-body problem and quan
tum field theory. 2 

When the solution of a nonlinear equation is Fourier 
transformed with respect to the time variable, into a 
frequency variable or if n= 1 an energy variable, the oc
currence of secular behavior shows up as a resonance 
phenomenon wherein a fundamental mode (or oscillator) 
is driven at, or near, its bare frequency by the non-
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linearity. This feedback resonance mechanism mani
fests itself as the problem of terms with small (or 
vanishing) energy denominators in the perturbative solu
tion. 3

-
5 Such terms must be treated with special care. 

Indeed it is these terms which give rise to significant 
physical effects in a given order of perturbation theory, 
since the other terms can be transformed away (by a 
canonical transformation) to that order. 6 

The diagrammatic methods deal with the problem of 
small denominators by use of adiabatic switching (i. e. , 
by placing iE in the denominators. ) The implications of 
adiabatic switching are s.ometimes sufficiently clear for 
transient interactions, so that its consequences can be 
handled by minor modifications, as in the formalism of 
scattering theory. However, in problems involving 
persistent effects occurring on a longer time scale, 7 

adiabatic switching gives rise to incorrect results. For 
example, phenomena such as bound states and super
conductivity are not exhibited in adiabatically switched 
systems. In such systems the small energy d enomina
tors lead to physical effects which are lost by adiabatic 
switching. 

In this paper a version of perturbation theory is 
developed, which carefully treats the small energy 
denominators in the context of the cp4 model of quantum 
field theory. The method which is presented describes 
persistent phenomena such as binding of particles. 

The method is formulated in the Hilbert space of al
most periodic functions B (in time), and the problem of 
small denominators is related to the unboundedness of 
the inverse of the differential wave operator in this 
space. The basic idea is that in finding approximate 
solutions for nonlinear differential equations, by a 
method of successive approximations, only certain 
zeroth order approximations can be used. The standard 
zeroth order approximation leads to (secular) behavior 
in time, which is inconsistent with the behavior that 
must be shown by the exact solution. The new method 
involves finding a suitable zeroth approximation as the 
solution of a bifurcation 9 or determining equation. 10 

In previous work on the cp4 model, 11 a brute force 
method, which was called quasisecular perturbation 
theory, was developed for correcting the inconsistent 
time dependence of the standard first-order perturbative 
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solution. This corrected solution was applied to the 
study of the bound state problem in one, two, and three 
space dimensions. 12 

The present method is not only a justification of the 
previous heuristic work; it gives a general technique 
which can be applied to other systems, and furthermore 
provides a systematic way to go to higher orders in the 
coupling parameter .. In addition, it helps to resolve the 
issue of characterizing how small a small denominator 
must be. 6,11 Finally, the present method embodies 
relativistic invariance for the cp4 model. 

In Secs. 2 and 3 the model and the method are intro
duced. The determining equation is derived and in
vestigated in Secs. 3 and 4. It is used in the construc
tion of one and two particle states in Sec. 5. These 
states are set up in 'just such a way that the determining 
equations are satisfied on them. Particular attention is 
directed at the two-particle states of energy E = 2m 
- E B (E B > 0 and small) which correspond to bound states. 
An eigenvalue equation for the energy of the bound state 
is developed in Sec. 5 and analyzed in Sec. 6. The 
bound state energies are evaluated for the cases of one 
and two space dimensions. 

The results agree with those obtained with the quasi
secular perturbative scheme. 12 An s-wave bound state 
appears for arbitrarily weak coupling (of the right sign) 
in both one and two space dimensions, but in three space 
dimensions the bound state emerges only for couplings 
well beyond the range of validity of any perturbative 
method. 

We note that this parer is not intended to be a contri
bution to the extensive and profound literature on the 
cp4 model of quantum field theory. It is offered as an at
tempt at developing new calculational procedures for 
use in problems involving infinitely many degrees of 
freedom. The cp4. model is treated because of its relative 
simplicity. The method should be applicable to a variety 
of other quantum systems in connection with phenomena 
occurring on long time scales. 

2. THE MODEL 

The model considered here is based on the field equa
tion 

(0 + m 2) cp(t, x) = xm3- N:cp(t, X)3: = AN: cp(t, X)3:, (2. 1) 

where 0 is the differential wave operator a2/af - v 2 in 
N = 1, 2, or 3 space dimensions (Ii= c= 1), A the dimen
sionless coupling parameter which is taken to be posi
tive, and the field cp is real in the sense cp* = cp. The 
symbol : : denoting normal ordering is explained below 
in the context of this work. In order to effect stability 12 

the right-hand side of this equation can be augmented by 
a term such as tA2m4-2Ncp5. This order A2 term is not 
explicitly carried in the following. Vector symbols on 
coordinates x and momenta k are not indicated explicitly. 

In addition, the field is subject to the canonical com
mutation relations 

1929 

[cp(t, x), cp(t, x')] = [( a /at)cp(t, x), (a /at)cp(t, x')] = 0, 

(2.2a) 
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[cp(t,x), (a/ot)cp(t,x/)]=io(x-x /). (2.2b) 

The field is handled in a box of volume Y and can be 
written in the form 

cp(t, x) = y-1
/2 6 ak(t) exp(ik' x), 

k 

where the sum is taken over all allowed momenta for 
the periodiCity box of volume Y. The Fourier amplitudes 
satisfy the equations 

(2.3) 

w)lere the overhead dots indicate time derivatives and 

w~=m2+k2. 

It is to be expected that the time dependence of all (or 
its matrix elements) is a linear combination of various 
discrete frequencies since the system is in a finite box. 
Thus a" has the time dependence of an almost periodic 
function. 8 

We will need only a few properties of almost periodic 
functions. The continuous almost periodiC functions 
form a vector space in which an inner product 

(f,g) = lim (l/T)f f*(t)g(t)dt 
T~'" 

can be defined. The resulting inner-product space is 
not complete, but can be formally completed by the 
standard metrical completion process 8 to give a non
separable Hilbert space ~. The set of exponential func
tions {exp( - iut) 1 u E R} (where R is the set of real num
bers) is an uncountable orthonormal basiS for ~. Thus 
an element f E ~ can be represented by a series f(t) 
=2:uER auexp(-iut), where only a denumerable number 
of the au can be nonvanishing since 2:ul au 12 < "". Thus 
an alternative way of writing f in this basis is 
f(t) = L;:.1 au(n) exp[-ia{n)t]. 

The significance of the space of almost periodic func
tions ~ in the following is that the differential operator 
L,,=d 2/df+ W,,2 is self-adjoint (more precisely, it has 
a self-adjoint extenSion) in ~. 

We close this section with a remark on the time de
pendence of operators. Let {I en' y)} be a (complete) 
basis of energy eigenstates with energy en and y rep
resenting the other eigenvalues of a complete commuting 
set. If A(t) is a Heisenberg picture operator, then we 
can write 

A(t)= 6 L; exp[-i(em-en)t] 
en"," yyO 

X / en' y) (ell' y /A(O) / em' y')(em , y'/ 

=6 exp(-iO"t)64 (en,y/A(o)len+O",y') 
a err ??' 

X len,y)(en+u,yi. 

The state 1 en + 0", y') is taken to be zero if en + 0" does 
not correspond to an energy eigenvalue. Therefore, A(t) 
can be represented~on the exponential basis of ~ as 
A(t)=L;u exp(-iut)A(u). If le,Y") is an energy eigen
state, then the state ...1(0") 1 e, y"), if it is nonvanishing, is 
also an energy eigenstate but with energy e - 0". For u 
pOsitive, ..4(u) lowers the energy by 0", and, for u nega-
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tive, ..1(a) raises the energy by 1 ai, provided the re
sulting state is nonzero. If a state of lowest energy 
exists, then the positive frequency part of any Heisen
berg operator maps that state into zero. When we fix 
the energy scale so that the lowest energy state has 
zero energy, the energy of states obtained by operating 
on it with a product of negative energy parts of Heisen
berg operators can be read off by adding the arguments 
(J of the operators A( a) and multiplying by minus one. 

The normal ordering symbol requires that all positive 
frequency (energy) quantities appearing within it must 
appear to the right of all negative frequency quantities, 
with the ordering of factors of the same sign of frequen
cy being otherwise unaffected. 

3. THE METHOD 

Our aim in this section is to set up a perturbative 
procedure for treating Eq. (2.3). The major problem 
with the standard perturbative procedure based on an 
expansion of the form a k= L;", A mak (",) is the fact that the 
restricted inverse of L k , denoted by L k-

1
, is unbounded 

on the orthogonal complement of the null space of L k' 

Restricted inverse refers to the inverse of Lk considered 
as a mapping from the orthogonal complement of its 
null space onto its range. As a consequence the higher 
order terms which should be getting smaller need not. 
We have examined consequences of this behavior in 
work on the quasi secular perturbation method 11,12 in 
which a brute force procedure was proposed for dealing 
with the small denominators which give rise to the 
quasisecularity or unboundedness. The procedure there 
was based on the connection between small and zero 
denominators on the one hand and quasisecularity and 
secularity on the other. The quasisecular behavior is 
handled in the standard texts on periodic behavior in 
nonlinear systems. 1 

The perturbative procedure developed here is unlike 
the method given in the standard applied mathematics 
texts on oscillating motion, but it does resemble a 
procedure given by Hale 10 for the study of periodic os
cillations. 

The first step involves writing Lk in the spectral form, 
Lk=L;PER (Wi_p2)Pp, where Pp is the orthogonal projec
tion defined by Pp exp( - i(Jt) = op,a exp( - ipt). Then L k 

can be partitioned into Lk=L~+Sk (where L~ has a 
bounded restricted inverse) 

L~= L: (Wi_p2)Pp, 
p 7fNk 

Sk= 'B (Wi_p2)Pp 
pENk 

(w~- p2) 
=A N L' Pp=ltNS k, 

pENk AN 

(3.1a) 

(3. 1b) 

using the index set N k= {p E R 1 1 p2 - wil (Am2}. Eq. (2.3) 
can be rewritten as 

L~ak= A N(V-1 L 0 k,p+Q+r apaQar - 5 kak) = ltNF k(a). (3.2) 
PO' 

Each term in the spectral representation of Skis of 
order It (the dimensionless coupling parameter); hence 
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both terms on the right-hand side of Eq. (3.2) are of 
order A. 

Equation (3.2) cannot be used, as it stands, in a 
perturbative or iterative treatment. Such a procedure 
would involve the family of equations 

(3.3) 

where the a~O) are solutions of the homogeneous equa
tion. For this family of equations to be meaningful, at 
each iteration step, F k(a (n» must be in the range of the 
linear mapping L~, for otherwise the resulting equation 
is not solvable. This is known as the solvability con
dition. Since, for a self-adjoint operator, the range is 
the orthogonal complement of the null space, Fk(a(n» 
must therefore be within the orthogonal complement of 
the null space of L~. 

It is possible to set up a meaningful iteration proce
dure. Using Qk=L;pENkPp, the orthogonal projection on 
the null space of L~, we can write Eq. (3.2) as 

L~ ak=A~I - Qk)Fk(a) + lt~7k(a). 

The pair of equations 

Lkoak=ltN(I - Qk)Fk(a), 

Q7k(a)=O 

(3.4a) 

(3.4b) 

is then equivalent to Eq. (3.2). Clearly any solution of 
Eq. (3.2) satisfies Eq. (3.4b). Equation (3. 4a) can be 
iterated without difficulty since the projection (I -Qk) 

guarantees that the solvability condition is satisfied at 
every stage of the iteration procedure given by 

(3.5) 

If the new iteration scheme is terminated at nth order 
to obtain an (n + 1)th order approximation, the question 
arises as to whether or not the resulting approximation 
is an (n + l)th order approximation of the original Eq. 
(3.2). We can answer affirmatively if at each stage of 
the iteration procedure Eq. (3.4b) is satisfied, 
QkFk(a(J)=O, j=O, 1, ... , n for then Eq. (3.4a) is 
identical with Eq. (3.2). 

However, not every homogeneous solution may be 
used as a zeroth order iterate. Only those homogeneous 
solutions, for which Eq. (3.4b) is satisfied at every 
stage of the iteration procedure, are suitable candidates 
for zeroth order iterates. Thus Eq. (3.4b) plays the 
role of a determining (or bifurcation) equation. 9 

If the determining equation is satisfied, the iteration 
procedure of Eq. (3.3) will satisfy the solvability con
dition at each stage, and the iteration according to 
Eq. (3.4a) is the same as the iteration according to 
Eq. (3.3). 

It is worth noting that violations of the solvability con
dition are responsible for such additional problems as 
secular behavior (unphysical behavior of solutions as 
functions of time), where solutions are obtained outside 
the domain of definitions of the linear operator involved. 
Many versions of perturbation theory are (or can be) 
based on satisfying a solvability condition as a means 
for determining parameters such as eigenvalues. 9 
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Equation (3. 4a) can be put into the "integral" form 
using the restricted inverse of L~: 

ak(t)=hk(t)+A N ~ (~_p2tlPpFk(a). (3.6) 
P?ZNk 

The (1 - Q k) factor is taken care of by the summation 
condition p t. N k' The term hk(t) is a solution of the 
homogeneous equation Lo,.hk=O and ca!!- therefore be 
represented in the form hk(t)=l,pEN hk(p)exp(-ipt). 
The iteration scheme written out in futegral form is 

ak"'ll(t) = hk(t) + AN L (w': - p2tl PpF k(a(nl), 
P~Nk 

a
k 

(Ol(t) = hit). 

(3.7a) 

(3.7b) 

The zeroth order iterate hk is found using the deter
mining equation. We note that for each n, a~n+l l is, as 
the result of the iteration procedure, a function of the 
h's. 

4. THE DETERMINING EQUATIONS 

If an order A ",I approximate solution is sought, it 
follows that n iterations must be performed and the 
solvability condition must be satisfied each time. If hk 
is taken in the form hk=l,m>oAmhk(ml, we need hk to order 
An+l (inclusive). Such hk are obtained by introducing the 
order A n solutions, a(nl or Eq. (3.5), into Eq. (3.4b) 
and solving for the h's to order An+l. The solvability 
conditions for the first through nth iterations will be 
satisfied and, in addition, we obtain hk to order A "+1 (in
clusive) for use as the first term on the right-hand side 
of Eq. (3.7). 

In particular, if a first order in A solution is sought, 
we are required to substitute the a's to order A 0 (name
ly ak(Ol=hk) into Eq. (3.4b) and solve for the h's to first 
order in A. In this case the equation to be solved is 

The superscript has been omitted from the h's to keep 
the notation more tractable. We note that Eq. (4.1) is 
similar to Eq. (2.3) except for the projection Qk and the 
restrictions on the frequencies of the hk's given by 
Q~k=hk' We are leaving AN on the left side of Eq. (4.1) 
to stress that both sides are of zeroth order in the di
mensionless coupling parameter, thus ruling out the 
usual approximation which involves setting A = ° on the 
right side. 

U sing the repre sentation h k(t) = l, aEN h k( a) exp( - i at), 
we can define h~, the positive and negahve frequency 
parts of hk : 

8(a)hk(a)exp(-iat)= L Uk(a)exp(-iat), 
aENk 

8( - a) hk( a) exp( - iut) = 6 V k( a) exp( - iut), 
a'=-Nk 

where 8(x) = 1 for x> ° and ° for x ",,0. Since the 
(frequency) supports of the (Fourier transformations of 
the) hk"'s are in narrow mass bands [where mass means 
the invariant quantity (a2 - J?-)1/2] about m, it follows that 
this decomposition is relativistically invariant. The 
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determining equation can be replaced by the equation for 
the positive frequency parts U, 

Ai (w~- p2)U k(P) 

=3V-1 6 E 1ik+"q ... 1ip+a,.,.."U,(a)*Uq(II)Ur(/J.) (4.2) ,qr a"v 

and its conjugate. The summations are subject to the con
ditions a, II, JJ. positive and in the N of the corresponding 
momentum. The reality condition for the field implies 
k;(p)*=k:s(-p). The factors have been normally ordered 
by placing positive frequency factors (which lower 
energies) to the right of negative frequency factors. 

Our objective at this point is to set up the space of 
states on which Eq. (4.2) is satisifed. 

5. CONSTRUCTION OF ONE- AND TWO-PARTICLE 
STATES 

In this section we construct one- and two-particle 
states and look for two-particle states of energy E which 

. is less than the sum of the energies of any two one
particle states. Such a two-particle state corresponds 
to a bound state. The one- and two-particle states are 
constructed so that Eq. (4.2) is satisfied on these states. 

The vacuum state is taken to be the state of lowest 
energy which, by an adjustment of the energy scale has 
zero energy. The vacuum state satisfies the condition 

(5.1) 

for all k and pEN k' with p > 0. This follows from the 
fact that Uk agrees with the positive frequency part of 
Qk in the frequency gap region Nk and is, therefore, an 
energy lowering operator. 

We note that Eq. (4.2) is trivially satisfied on n. The 
conjugate equation applied to n gives 

(5.2) 

The nonvanishing states of the type U k(p)*n are in
terpreted as one-particle states. The only nonvanishing 
one-particle state of momentum k is of the form 

(5.3) 

Such one-particle states are all of mass m(m2 = w! _ k2 ) 

even though U k(P)* has support over a range of mass 
values. 

Now Eq. (4.2) must be satisfied on the one-particle 
states n (k'): 

(5.4) 

The right-hand side vanishes since there are two energy 
lowering operators acting on n(k'). We assume that the 
gap determined by N k is small compared to the mass. 
This, of course, means that we are dealing with a weak 
coupling theory. Actually Eq. (5.4) can be proved even 
if we do not assume weak coupling. In that case the 
right-hand side differs from zero by a quantity of order 
A which does not affect our result to leading order in A. 
It follows that U k(p)n(k') =0, unless p = Wk' For the case 
p=w k we have 

(5.5) 

assuming that there is a gap about E = ° in the mass 
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spectrum (i. e., there are no states whose mass squared 
is less than txm2, other than the vacuum state). The 
factor (2W,,)"1 is introduced for normalization purposes 
to insure the validity of the commutation relations Eq. 
(2.2) on the vacuum state n. See the Appendix for de
tails. 

Finally we apply the conjugate of Eq. (4.2) to n(k'): 

X;< w! - p2) U ,,(p)* ~(k/) 

(5.6) 

Using Eq. (5.5) and restricting attention to the case 
k'= - k gives 

X;( w~ - p2)U ,,(p)*n(- k) 

=3(2w"V)-1 r; 6 1io•
Q
+r 1i p _ .<1+vU,.(a}*U:(v)n, (5,7) 

or "" k 

In terms of the new variable E = P + W k' Eq. (5. 7) be
comes 

XiJ(E - 2w,,}U ,,(E - wk)* U_,,(w,,}*n (5.8) 

= - 3(2w~V)-1 6 Ur(E - wr )* U_r(wr)* n. 
r 

Note that the states involved on both sides of this 
equation have momentum zero and energy E. We con
sider linear combinations of these states to get an eigen
value equation for the energy E: 

L;' IkA iCE - 2wk)U k(E - w,,)* U_k(w,,)*n 

" 

The primes on the k summations indicate that, for fixed 
E, k is restricted according to the frequency support 
condition (E - w k) E N k' The corresponding condition ap
plies to the r summation where k is replaced everywhere 
by r. Equation (5.9) can be rewritten as 

L;' [/.X; (E - 2w.) + 36' I 1(2w IEV)-1] 
• I 

from which we obtain the eigenvalue equation to be 
satisfied by E and f : 

(5. 10) 

X ;(E - 2w.)/. = - 36 (2W,.EV)-1 £l(Am2 - I (E - Wr )2 - w,.21 )/,.. 
r 

(5.11) 

In the next section we look for solutions of this equation 
subject to the condition E < 2m, corresponding to the 
requirement that the rest energy of a bound state is less 
than the rest energy of its constituent particles, in this 
case 2m. 

6. BOUND STATE CALCULATION 

Equation (5.12) resembles the eigenvalue equation 
obtained using the quasisecular approximation proce
dure in first order to determine a bound state. 12 

Equation (4.2) of that paper can be rewritten in the 
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notation of this paper as 

(E - 2w l)gl = - (3X N/4 V)6 (WIW,,)-l £l(Xm - 21 w 1- wk I )gk' 
k 

(6.1) 

The approximate bound state energies E B = 2m - E 
found in that paper for the cases N = 1, 2, 3 (corre
sponding to 1, 2, and 3 space dimensions) are of order 
A or higher order in X. We look for approximate solu
tions of the same form for Eq. (5.11). 

Solutions of this form can be obtained from Eq, (5.11) 
by replacing E on the right-hand side by 2m to get the 
approximate equation 

(E - 2w l)fl = - (3X N/4V)L (mw,,)-l £l(xm - 41m - wkl)f ,,' 

" 
(6.2) 

Since WI and w" differ from m by terms of order x, both 
can be replaced by their nonrelativistic approximations 
to give 

(E B + m-1 IlI 2)fl = (3A N/4Vm )6 Wk-
l £l(tXm2 - I k 12

)/". 
k 

(6.3) 

We define X = V- l L: "W k-
l £l(txm2 - 1 k 12)/" and express 

Eq. (6.3) in the formf,=(3XN/4m)(EB +m-1111 2)"lX. By 
substituting this expression for I" into the definition of 
X. we obtain the eigenvalue condition 

(3X N/4 Vm) L w,,-l(E B+ mol I k 12)"1 £l(tXm2 - I k 12) = 1. (6.4) 

" 
It is clear that this equation can only have a solution E B 

for X N positive, 

In the case of one space dimension we can pass to the 
infinite volume limit of Eq. (6.4) to obtain the equation 

n/2)1/2m 
~ dk (mE B (1 ) + k2r l = 41Tm /3A. 

This gives the transcendental equation 

(m E B (1 »-1 /2 tan-l (Xm/2E}J »1/2 = 41T /3Am, 

where X is the dimensionless coupling parameter. In the 
weak coupling limit tan-l(Xm /2E B (1 »1 /2 - t1T and the 
lowest order contribution to E11

) is 

E ~) = (3X/8)2m . 

For the case of two space dimensions we again pass to 
the infinite volume limit of Eq. (6.4) and get 

(~/2)1/2m 
~ dk k(mE

B 
(2) + Ik 12)"1 = 81T/3X, 

which leads to 

E~)= tXm exp(- 161T /3X) 

for weak coupling. These results agree with those of the 
previous work. 12 

In the case of three space dimensions the bound state 
occurs only for strong coupling (X> 8. 5) which is well 
beyond the range of validity of our procedure. 

APPENDIX 

In the Appendix we show that the normalization of the 
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one-particle states is given by 

IIU ~(w~)*OIl = (2wk)-1/2. 

The commutation relations 

[ak(t), lzl(t)]=ili k._ P 

(AI) 

(A2a) 

(A2b) 

follow from those for the field equations (2.2). The 
first order approximations ak1

) must satisfy these 
commutation relations with an error of order X2 at the 
most. 

To determine the normalization of the one-particle 
states, we need only the vacuum expectation value of 
Eq. (A.2a): 

(A3) 

Simplifying the notation, we drop the superscript (1), 
but the reader should keep in mind in the following that 
we are dealing with the first order approximation. We 
rewrite Eq. (A3) as 

(a~(t)*O, aj(t)O) - (ci;(t)*o, ak(t)O) = i6 k._ 1 + 0(X2). 

Note that the positive frequency parts map 0 into zero. 
Taking k = - 1 and using the reality condition, we obtain 
from Eq. (A2) 

(A4) 

Introducing 

a;(p)* = U k(P)* + XN(W~ - p2t 1(! - Q~)P,: F ~(h)* 

into Eq. (A4) gives zeroth, first, and second order 
terms in X. Here P; indicates that after projecting with 
p., t is set to zero. The zeroth order term is 

2wJUJwJ*O, UJwJ*O), 

where we have used the result following from Eq. (5.2) 
that only mass-m one-particle states occur. Concerning 
the first order terms, these appear with h;(p)* acting 
on 0 on one side of the inner product and with (w! _ p2rl 
x{l-Q~)PC;F~(h)* acting on the other side. The first 
quantity is nonvanishing only when p = wk , whereas the 

1933 J. Math. Phys., Vol. 16, No.9, September 1975 

second factor vanishes in that case. Consequently, the 
order X contribution from the left-hand side of Eq. (A4) 
vanishes as it must if that euqation is to be valid. We do 
not consider the order X2 contributions, since the right
hand side of Eq. (A4) admits an order X2 error, except 
to remark that these terms involve states of energy near 
4m and larger. 

It follows that 

\lUk(wk)*aI12=(Uk(Wk)*O' Uk(wk)*n)=(2w~rl. (A5) 

Equation (5. 5) follows from Eq. (A5) since the vacuum 
is unique: 

Uk(Wk)O(k) = U k(Wk)U k(wk)*n = ckn, 

where C k is a constant. Taking the inner product of this 
with 0 gives C k =(2w k)-1 through comparison with Eq. 
(A5). 
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It is shown that, even though the finite-dimensional representations of the little group for tachyons, 
particles with spacelike momentum, are not unitary in general, a fully covariant theory for spin-s 
tachyons can be obtained. This occurs because a helicity dependent factor (-1)", where (T denotes 
helicity, appears in the expressions for the invariant integral. This factor acts as a metric for the 
nonunitary representations and a covariant theory results. As has been found for spin-(l/2), the ideas 
of conserved particle number or total charge do not work for tachyons. The conserved quantities 
depend on helicity. 

I. INTRODUCTION 

Dhar and Sudarshan 1 and Feinberg2 have suggested 
that a covariant theory of tachyons, particles with 
space like momenta, may be obtained only when the 
representations of the little group are unitary. Since the 
little group for the class of particles with spacelike 
momentum is the Lorentz group in two dimensions, the 
only finite unitary representation is the one-dimensional 
representation. This would restrict the covariant theory 
of tachyons to the spin zero case only. 

It was found in Bandukwala and Shay 3 that a covariant 
spin-i theory could be developed. What was obtained 
was a pseudounitary representation of the little group 
0(2, 1), with the appropriate metric appearing in the 
invariant integral, a pseudoscalar, and the conserved 
axial vector. It was the presence of the metric in the 
expressions for the observables that made them invari
ant with respect to the little group transformations and 
made a covariant theory possible. It was also the 
presence of this metric that prevented the construction 
of a scalar probability and momentum 4-vector for the 
tachyons. It was noted, as Tanaka4 had earlier, that 
particle number, charge, or energy-momentum were 
not conserved quantities for tachyons, but rather 
quantities involving helicity were the only constant 
observables. 

In different approaches Marx5 and Hamamot06 have 
considered the spin-i and general spin cases, respec
tively. For the spin-i case they have obtained spinors 
and observables similar to those obtained by Bandukwala 
and Shay3 and in this paper. Both Marx5 and Hamamoto 6 

eliminate the helicity dependence of the observables by 
a reinterpretation or by assuming helicity dependent 
commutation relations, thus obtaining a scalar prob
ability and a momentum 4-vector. Their procedures 
involve an unjustified disregard for the actual trans
formation properties of these observables. 

In an effort to see what happens in the general spin 
case for tachyons, the spin-8 equations given by 
Weinberg7 are applied to tachyons. For the sake of 
simplicity a simple non-second-quantized theory is 
developed. The negative energy states are included to 
ensure covariance as was suggested by Arons and 
Sudarshan. 8 However, following the convention in 
Bandukwala and Shay, 3 antitachyon states will not be 
included since they are not necessary for covariance. 
There is room in the theory for an indeper.dent theory 
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of antitachyons which may be just added on to the parti
cle theory. This is noted at the end of Sec. II. 

The tachyon spinors are found by solving the wave 
equations in the transcendental kO = 0 frame and then 
boosting out of that frame to a general one. The trans
formation properties of the spinors under the little 
group are also found, along with the orthogonality rela
tions for the spinors. The invariant integrals, a scalar 
for integral spin and a pseudoscalar for odd half-inte
gral spin, depend on helicity and are unaffected by the 
little group transformations. So a covariant theory 
results in all cases, and, in all cases, helicity and not 
just charge or particle number is important. 

II. THE WAVE EQUATIONS 

A tachyon field having an arbitrary spin 8 satisfies 
the following wave equation: 

(y"1""' "2. 0 "'0 +m2S )1/!(x)=O 
'" 1 1J.2s ' 

with the subsidiary condition that 

(0,,0" _m2) l/J(X) =0. 

It should be emphasized here that the metric g"V 

(1) 

(2) 

=(+ - - -) is used. The 2(28 + 1)x2(28 + 1) y-matrices 
have been given by Weinberg7

; and, although the form 
of the equations here appears identical to Weinberg's, 
the metric used here ensures that tachyons are de
scribed. 

The wavefunction, or field operator, may be expanded 
as a Fourier integral in the manner of Bandukwala and 
Shay 3: 

1f;(x)=ms(21f)-3/2 J dn r dkO [(kO)2 +m2]1/4 
° 

x z:; [acr(w, kO)u~(w, kO)exp(- ikx) 
a 

+ aa(- W, - kO)u~(- W, kO)exp(+ ikx)]. (3) 

The negative energy particle states are included ex
plicitly as was done by Arons and Sudarshan. 8 The inte
gral r dn is the solid angle integral over all directions 
of k, 

k=kw, 

and 

k=-'/(kO)2+m2, 

where kO will be positive whenever it is written. The in
dex (] indicates the helicity and ranges from - 8 to + 8 
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in integral steps. 

The spinors u~(w, kG) satisfy the following equations: 

(4) 

and 

The index e indicates positive and negative energy states 
and is the sign of the energy. The momentum vector is 

k"'=(';(kO)2+m2w, ekO), kO~O. 

The y-matrices used here are defined in terms of the 
three general 28 + 1 x 28 + 1 spin matrices S. The 
2(28 + 1)x 2(28 + 1) matrices are defined by 

~= (~ ~), (6) 

5 (0 y-- I (7) 

and 

{3_(I - 0 (8) 

where I is the 28 + 1 x 28 + 1 unit matrix. 

From Weinberg, 7 allowing for the difference in the 
metric, the y-matrices are given in the following form: 

(9) 

with 

P(S)(k)=(k k",)s{3+ st (k",k"')S-l-n 
'" n=O (2n + 2)! 

X(2k'~) [(2k' ~)2 _ (2k}2] ... (2k' ~)2 _ (2nk)2] 

x [(2k. ~)tl + (2n + 2)(ekO)y5{3] (10) 

for integral 8 and 

P(s )(k) = _ (k",k'" }S-1/2 [(ek°)tl + (2k' ~)y5tl] 

Stj2 (k", k'" )S-1/2-n 

- n=l (2n + 1)! 

x [(2k' ~)2 _ k2] ... [(2k' ~)2 _ ([2n _ 1]k)2] 

x [(2n + 1)(ek°)j3 + (2k' ~)y5tl] (11) 

for odd half-integral 8. 

In the transcendental frame kO vanishes and k = mw, 
so the spinors satisfy the following equations: 

(F(S J(a)j3 - I)u~(w, O) = 0 

for integral 8 and 

(G (s ~a)y5i3 + iI)u~(w, 0) = 0 

(12) 

(13) 

for odd half-integral 8. In both cases the helicity equa
tion (4) has been used to reduce the matrix p<sJ(k) to the 
simple form given above. The polynomials which appear 
in the above equations have the form 

s-1 22n+2( 1)n+1 
F<S)(a)=1+fo (2n~2)! a2[a2-1]···[a2-n2

] (14) 
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( 15) 

These sums are terminated hypergeometric series 
which may be rewritten as gamma functions and, in 
turn, as trigonometric functions using relations given 
in Whittaker and Watson. 9 They may then be found to 
have the values 

(16) 

and 
(17) 

The 2(28 + 1} element spinors u~(w, 0) may be written 
in terms of the 28 + 1 spinors Xa(w}, where 

w· S xa(w)=axa(';;}. 

For integral spin the spinors have the form 

~ (t(1+(-1)a)xa(W») 
u:(w,O)= , 

t(1- (-1)~Xa(w) 

while for the odd half-integral spin, 

In both cases the spinors are orthonormal, 

u~t (w, O) u~:( w, O} = 0aa" 

where 

(18) 

(19) 

Notice that there is no distinction between positive 
and negative energy states in the transcendental frame. 
It is also true that there are only 28 + 1 linearly in
dependent spinors u~(w, 0). The other 28 + 1 spinors 
could be used to describe antitachyon states, but they 
are not required for the covariance of the theory and do 
not affect the main theme of this paper. The antitachyon 
states would satisfy a wave equation like Eq. (1) with a 
minus sign in front of the mass term. 

III. TRANSFORMATION PROPERTIES OF THE 
TACHYON SPINORS 

Following the notation used by Hamermesh, 10 the 
spinors transform according to the following rule under 
the homogeneous Lorentz group: 

D(W)u~(w, kO)= I; u~(';;', kO')[D(Wo)]a"'. a,' (20) 
cr'e' 

where W is the transformation that takes 
(';(kO)2 + m 2 w, ekO) to ('; (kO,}2 + m2w', e'kO'). The matrix 
[D( WO)] 0' ,',a, is the matrix representation of the little 
group, the group of transformations that leaves the 4-
vector (mw, 0) invariant. It is made up of the rotations 
about an axis parallel to wand the Lorentz boosts 
perpendicular to W. 

Therefore, a tachyon spinor in an arbitrary Lorentz 
frame may be written as 
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(21) 

where 

D(Wo)u~(w, 0) = L: u~(z.." 0) [D(Wo)]." .. a" 
rte ' f 

(22) 

The spinors U~(k, kG) are obtained from the transcenden
tal frame spinors u~O?, 0) by boosting along the k direc
tion. The spinors u~(k, kG), on the other hand, are ob
tained from the u~(k, 0) by a general Loretnz transforma
tion. In a sense, the little group matrices represent an 
arbitrariness in the specific form of the spinors 
u:(k, kG) in any frame. For tardyons, time like momen
tum, and massless particles the matrices [D(Wo)]a'" ,a, 
are unitary. As a result, observables like total charge, 
particle number, or energy-momentum are independent 
of these matrices. This happens because the orthogonal
ity relations used to calculate these observables are in
variant with respect to the little group transformations. 
So the arbitrariness in the tardyon and massless parti
cle spinors due to the little group has no phYSical con
sequence. 

For tachyons, the little group is the two-dimensional 
Lorentz group; it is not compact; and its finite-dimen
sional representations are not unitary in general. Under 
these circumstances the usual observables like total 
charge or probability or energy-momentum will not be 
invariant with respect to these transformations. It was 
shown by Bandukwala and Shay 3 that spin-!- tachyon 
theory yields the total helicity, a pseudoscalar, and the 
product of helicity and momentum, an axial vector, as 
the only conserved quantities. These observables were 
found to be invariant with respect to the little group be
cause of the unusual orthogonality relations that hold for 
the spinors. Although the little group matrices were not 
unitary, the helicity dependent parts of the relevant 
orthogonality relations acted as a metric for the trans
formations. The little group representations are found 
here for any spin s ~ t, and it is found that what occurs 
for spin-t occurs for any nonzero spin. 

The spinors U~( w, kG) may be obtained by boosting out 
of the transcendental frame along w so that (mw, 0) be
comes ('I(kO)2 + m 2 w, ekO) and 

U~(w,kO)=exp _(Wy5'~Sinh-1 ~o )u:(W, 0), (23) 

where sinh-1 eko 1m appears for tachyons instead of the 
usual sinh-1klm as for tardyons. The form of a general 
boost is given by Weinberg, 7 for example. 

Expanding the exponential as an infinite series and 
using the fact that the spinors are helicity eigenstates 
yields 

(24) 

where 

K~1 = (kim ± kO Im)o. 
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This transformation gives the following spinors: 

a ~ ° 1.(K~'+(-1)aK~,)xa(W)) 
U,(w,k)="2 . 

(K~, - (-1)aK~E)xa(W) 
(25) 

for integral sand 

(26) 

for odd half-integral s, 

The little group transformations, from Bargmann and 
Wigner,l1 are 

(27) 

The right-hand term is a rotation about wand contri
butes a phase factor when D(Wo) acts on u~(w, 0), so it 
will be ignored. The remaining term is a pure Lorentz 
transformation, a boost, in the ~ direction perpendicular 
to W, The velocity of the boost is 

v=tanhl:. 

For an eigenstate of helicity the matrix y5l;'~' for 
~ . w = 0, has the following property: 

y5~.~u~(w,0)=6 Maa'u~'(w,O), 
a' 

(28) 

where 

M (. )(-./(s-a)(s+a+1) 
oa,=expza 2 Qa+1,a' + 

-./(s + a)(s - a+ 1) 
2 

X Qa-1,a') 

and 

~ 
1 

exp(ia) = 
i( _ 1)a-1/2 

integral spin 

odd half-integral spin. 

This follows from the properties of raising and lowering 
operators for angular momentum as discussed in 
Edmonds,12 for example. 

For an infinitesimal little group transformation it 
follows that 

so, in general, 

(29) 

D(W)u~(w, kG) = 6 [exp( - l;M))"a' u~'(w', kG') (30) 
a' 

where 

Wk=k' 

and the choice of e' depends on whether kO - k . v is 
positive or negative, v being the velocity associated with 
the transformation W, 

IV. OBSERVABLES AND ORTHOGONALITY 
RELATIONS 

The spinors U~( W, kG) are found by boosting the tran
scendental frame spinors u:(w, 0) along the w direction. 
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This is a special set of spinors and U~(w, kG) will be 
transformed into U~(w', kG'), helicity remaining invariant, 
only by members of the factor group of the little group 
in the Lorentz group. A general Lorentz transformation, 
on the other hand, will mix helicity states, the coef
ficients of this linear combination forming the rep
resentation of the little group [see Eq. (30)]. The theory 
will be fully covariant only if the observables are unaf
fected by the little group transformations, this is equi
valent to saying that the results should be independent ot 
the choice of the u~(w, kG) or the U~(w, kG). So all or
thogonality relations used to construct the observables 
should be invariant with respect to the little group. 

If an orthogonality relation for the spinors U~(w, kG) is 
indicated by 

tAO) a' A 0) (31) O""a'" = U~ (w, k r U,,(w, k , 

then it will be invariant with respect to the little group 
if 

(32) 

where M"a' is given in Eq. (28). This follows from the 
requirement of invariance under the infinitesimal trans
formations. Equation (32) will imply that the orthogonal
ity relation will also hold for the spinors u:(w, kG). The 
helicity dependence of the orthogonality relation acts as 
a metric for the nonunitary transformations. Further
more, relations simply proportional to 6""" with no 
other (T dependence, will not be invariant; and these are 
the relations used to calculate total charge, particle 
number, and momentum. 

For integral spin s, Eq. (25) implies the following: 

u~t(w, kO)U~:(w, kG) = ~6"a' 6",(K~f + K~n + 6"" (1 - 6",), 

(33) 

U~( w, k°)U~( W, kG) = (- J)" 6"a' 6", + ~(- 1)" 6"a'(1- 6",) 

X(K~f+K~n, (34) 

and 

(36) 

In the odd half-integral spin case, Eq. (26) implies: 

(37) 

(38) 

u~t (w, k°)ysU~:(w, kG) = - ~E6aa'6EE'(~f - K~n, (39) 

and 

U~(w, kO)y5U~(W, kG) =i(- 1),,-1/2 6 "a' 6", + ~i(_I)"-1/2 

x6aa'(1-6,,')(~f+~n. (40) 

In both cases, the definition 
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U~( W, kG) = u~t (w, kO){3 

is used and the expressions K!f = (K~I)2 are defined in 
Eq. (24). 

From the wave equation (1) a conserved current may 
be found such that 

0" Y'(x)=O, 

where 

X O"k+l'" 0"2S_1 l/J(X) , 

(41) 

and r=I, 1'5 for integral, odd half-integral spin, respec
tively. Also since the wavefunctions satisfy the Klein
Gordon equation, there are two more possible conserved 
currents for each spin: 

J,,(r,x)= 2~2. (ifj(x)ro"l/J(x)- o"ifj(x)rl/J(x)], (43) 

where r=I, - iI'S for each spin. In arriving at Eq. (42) 
the following properties of the y-matrices were used: 

{3y"I'" "'zst {3 = I' "I ... "2s 

and 

The invariant integral, the integral over all 3-space 
of the zero component of a conserved 4-vector, obtained 
from Eq. (42) is proportional to that obtained from 
J" (I, x) for integral spin and from J" (- iI's, x) for odd 
half-integral spin. This can be shown by substituting 
Eq. (3) into Eq. (42), integrating, and using the or
thogonality relations for the U~(w, kG) to show that 

f d3XjO(X)=i2S-1mS(2S+1)~ f dn f~d:: k"I"' k"'zS_1 

° 

where 

k" = (k, ekO). 

The follOwing relation is true: 

rJa(w kO)rk ... k 1'''1'''''28 -10 U"(w kG) 
E' ~1 "'2s .. 1 E , 

where the a" v are the vector transformation coefficients 
for the boost from the transcendental frame to the gen
eralone. The use of the form of aOv and the properties 
of the matrices p (s )(k) and the spinors in the transcen
dental frame completes the proof. 

For the case of integral spin, the invariant integral is 

(44) 

and 
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(45) 

For the odd half-integral spin, the invariant integral is 

J d 3xJO( - i y5, x) = ~ f dn i ~ dkO( - 1)a-l/2 

x [a~(~,kO)aa(~,kO) -a~(w,-kO)aa(w,-kO)], 

while 

J d 3xJo(l, x) = o. 

(46) 

(47) 

Both integrals have essentially the same form, but under 
spatial inversions a- - a so that for integral spin (_1)a 
is a scalar but for odd half-integral spin (- 1)a-l/2 is a 
pseudo scalar . The invariant integrals are a product of 
the number of particles and a helicity factor. In neither 
case can the conventional interpretation of total number 
of particles or charge be used. These integrals are not 
positive definite. Also, for a= 0, Eq. (44) reduces to 
the form given by Dhar and Sudarshan 1 for spinless 
particles. 

It is simple to show that the invariant integrals are 
unaffected by the little group transformations. Referring 
back to Eq. (32), it can be shown that the orthogonality 
relations that contribute to the invariant integral, 

(48) 

for integral spin and 

0a.,a' •• =(_1)a-1/2 0aa' 0". (49) 

for odd half-integral spin, satisfy the condition for in
variance with respect to the little group. What occurs is 
that the little group, 0(2,1), is found to have pseu
dounitary representations with respect to the metric 
(- 1)a or (- 1),,"1/2. The resulting invariant integrals, 
and any observables, contain this metric as a factor; 
and this is sufficient to yield a fully covariant theory 
for any spin. 

V. CONCLUSIONS 

It has been shown here that Weinberg's wave equations 
for particles with any spin can be applied to tachyons. 
The tachyon spinors form a basis for a pseudounitary 
representation of the little group 0(2, 1) with the metric 
(-1)aoaa• for integral spin and (_1)<>-1/2 oaa• for odd half
integral spin, where a denotes helicity. The invariant 
integral in each case involves the metric as a factor 
and transforms like a scalar for integral spin and a 
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pseudoscalar for odd half-integral spin. It is precisely 
because the finite representations of the little group are 
not unitary that the need for a metric arises, neces
sarily leading to a helicity dependent invariant integral 
which cannot have the usual interpretation of probability 
or charge. So the requirement of Dhar and Sudarshan, 1 

that the little group representation be unitary, is not 
necessary in order to have covariance, and the discus
sion of tachyons need not be limited to the spinless case. 

Positive and negative energy tachyons are taken to be 
different states of the same particle since they are 
identical in the transcendental frame and can be trans
formed into one another. The reinterpretation of nega
tive energy states as antitachyons leads to a noninvariant 
vacuum. It is possible, on the basis of the transforma
tion properties of momentum and velocity, to consider 
that negative energy tachyons carry momentum directed 
oppositely to their velocity. Momentum becomes an 
internal property of tachyons and may further be con
sidered unobservable. The expression involving the dif
ference of the amplitudes which appears in the invariant 
integral can now be interpreted as the net number of 
tachyons with helicity a traveling in the w direction. 

The alternate addition and subtraction of particles 
over successive helicity states is a problem to interpret. 
Certainly, since helicity is an invariant, helicity eigen
states can be constructed; and then the invariant integral 
is proportional to the net helicity being transported. For 
the spin-t case the integral is the net helicity trans
ported for a general superposition of states. For a gen
eral superposition of helicity states for any spin the 
interpretation of the invariant integral is just not clear. 
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Nonmetrical dynamics. I 
C. Martin Pereira* 

Department of Physics and Astronomy, University of Maryland, College Park. Maryland 20742 
(Received 6 August 1974) 

Einstein's nonvacuum gravitational field equations are examined. The following nonmetrical existence 
theOrem is proved. It is shown that given any analytic symmetric contravariant energy-momentum 
tensor density as a function of the space-time coordinates, a solution to the gravitational field 
equations always exists. Furthermore, this solution is such that the law of conservation of 
energy-momentum is satisfied. The new proof of the present paper makes no use of the coordinate 
transformation method used in a previous paper. The Cauchy-Kowalewsky existence theorem is used 
in the proof, and the literature on the Cauchy-Kowalewsky existence theorem is briefly revieWed. 
(Riquier's existence theorem is avoided except for a brief discussion in the Appendix.) The initial 
value problem of Einstein's equations is examined as part of the proof. The physical and 
mathematical meaning of this new proof is discussed. It is noted that the nonmetrical existence 
theorem disappears when Einstein's equations are linearized whereas the familiar Lichnerowicz-type 
existence theorems survive linearization. This suggests that the nonmetrical existence theorem may 
add a new dimension to our understanding of the physical meaning of nonlinearity in Einstein's 
equations. 

1. INTRODUCTION 

In a recent paper,l the author has examined Einstein's 
field equations 

(_ g)1/2GI'" = _ 87fTI''' (1.1) 

and proven the following theorem. 

Theorem 1: Nonmetrical existence theorem: Given any 
symmetric analytic tensor density f""(x), there always 
exists a corresponding metric t!"v:) which satisfies the 
field equations (1. 1). 

J. N. Goldberg has pointed out that it should be possi
ble to prove this theorem without making use of the co
ordinate transformation method of Ref. 1. In the present 
paper, it is shown that such a proof is indeed possible. 

In addition, the proof of the present paper avoids 
making explicit use of Riquier's existence theorem. The 
resulting proof is therefore more elementary than the 
proof of Ref. 1. 

The methods of the present proof help to broaden 
one's understanding of the phYSical meaning contained 
in the original existence theorem of Ref. 1. In addition, 
the methods of the present proof will allow a more rapid 
generalization of the result to the Maxwell- Einstein 
equations. 2 

2. A NEW PROOF OF THE NONMETRICAL 
EXISTENCE THEOREM 

The new proof of Theorem 1 will now be presented. 
One begins with an analysis of the energy-momentum 
conservation law 

Transvect Eq. (2. 1) with gTI' and obtain 

gTI' (TI''' ," + r asl' r a) = 0, 

which becomes 

gTI':;"" " + r cx8 Trs - 0 , , -, 
and this may be written 

(2.1) 

(2.2) 

(2.3) 
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gTI' TI'''.v + r IJ.TTIJ + 2r 14.TT14 + rU.T:f44 = 0, 

where jJ. = 1, ..• ,4 and i = 1, 2, 3. But 

r as.T =t(gaT,8 + gST.a - gcx8,T)' 

Substitute Eq. (2.5) into Eq. (2.4) and obtain 

t(g4T.4 + g4T.4 - g44.T):f44 + (gIT.4 + g4T ,I - g4l.T)TI4 

+ r IJ.TTIJ + gTI'TI''' ," = O. 

(2.4) 

(2.5) 

(2.6) 

Next solve Eqs. (2.6) for derivatives of the form gT4.4' 
The first three Eqs. (2.6) (which have 7= 1,2,3) can be 
written 

g ..... 4:f44=tg44 .... T44 - (g1k.4 + g ..... I- gI4.k)TI4 

(2.7a) 

and the fourth of Eqs. (2.6) (which has 7= 4) can be 
written 
.!. ;nu _ T-14 r T-IJ T-I'v () 2g44.4 l ----gU.1 - 1i.4 -g.,. .'" 2.7b 

Equations (2.7) may be written, after division by f44, 

(2.8a) 

and 

g44.4 

= - 2(:f44tl[gU.ITI4 + r IJ.4TIJ + g41' TI''' .v]. (2.8b) 

Careful examination shows that the right-hand sides of 
Eqs. (2.8) do not contain any derivatives of the form 
g ..... 4 or g44.4' One can therefore apply the Cauchy
Kowalewsky existence theorem3

-
6 and conclude that one 

can think of Eqs. (2.8) as defining the unknown functions 
g41' once the functions giJ and fi'v are given. That is, re
gardless of what analytic choice is made for the func
tions giJ and TI''', the g41' always exist provided that 
f44 '* O. Note that if f44 = 0, one can always transform to 
a coordinate system in which T'4,* 0 provided that at 
least one of the TI'v is nonzero. 

One can now proceed to consider Einstein's equations 
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(1. 1). As is well known, Eqs. (1. 1) imply the energy
momentum conservation law (2.1). Consider the com
bined system 

(_ g)l 12GIJ.v = _ 81TTIJ.V, 

TlJ.v -0 w- . 

(2.9a) 

(2.9b) 

The system (2.9) is equivalent to Einstein's equations 
(1.1). A proof of existence for the system (2.9) will now 
be given. Lichnerowicz has shown7 that the system (2. 9) 
can be replaced by the following equivalent system in 
which four of Eqs. (2. 9a) have been replaced by initial 
conditions on the spacelike surface x4 = 0: 

R jj = - 81T(- g)-l 12[Tli - tgjjT], (2. lOa) 

[(- g)l 12G\ + 81Ti\Jx4=o = 0, (2. lOb) 

(2.10c) 

where i, j = 1, 2, 3 and J1. = 1, ... , 4. 

For a demonstration that Eqs. (2.10) are equivalent 
to Eqs. (2.9), see Appendix B or Ref. 7. 

The final step is to prove the existence of solutions 
to the system (2.10) by using the Cauchy-Kowalewsky 
existence theorem. 4,5 To do this, one writes out Eqs. 
(2.10) more explicitly. Equation (2. lOa) may be written 

tlfB(gii,aB + gaB,1i - goti,lS - glB,a J) 

+ 81T(- g)_l 12 (Tii - tgjjT) 

=-~V(rli,vr as,1J. - riB,VrotJ,IJ.) lfS (2.11) 

Next, separate out the terms in Eq. (2. 11) that are 
multiplied by!t4 and then divide by ft4. Equation (2.11) 
then becomes 

gjj ,44 + g44,ii - g4J,I4 - gi4,4j 

+ 161T(!t4tl (_ gtl 12(T/j - tglJT) = N u , (2.12) 

where N lj is an abbreviation for the remaining terms: 

Nij == g"4(g44)-1(gk4,ii + gii,hol - gkl,i4 - gi4,kj) 

+ lfk(!t4)-1(g4k ,Ij + glJ,4k - g4l,ik - gjk ,oli) 

- g"n(!t4)-1(gkn,ii + gjj,kn - gki,ln - gln,hi) 

- 2lfs~v<.toltl[rjj,VrotB,IJ.- rIB,Vraj,IJ.]' (2. 13) 

Note that although N jj contains both first and second de
rivatives of the metric, it does not contain any of the 
derivatives gll.44 and it also does not contain any deriva
tives of the form g1J.4,4v' (See Appendix D.) 

Using Eqs. (2.12) and Eqs. (2.8), one can rewrite 
Eqs. (2.10) in the form 

gjj ,44 + g44,jj - g4J,iol - g14,4i 

+ 161T(g44t1(_ gtl/2(Tji - tgjjT) = Nih 

[( _ g)1 IZG\, + 81TT\]x4=o = 0, 

(2. 14a) 

(2. 14b). 

(2. 14c) 

(2. 14d) 

In order to obtain from Eqs. (2.14) a set of equations 
which satisfies the requirements of the Cauchy
Kowalewsky existence theorem, one must eliminate the 
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derivatives gj4,tJ from Eqs. (2. 14a). To do this, define 

- 1 (m4" -1 -14 Vk = "2g44 ,h - 1 -) (glk,ol + g4k,i - gl-l,k)T 

_ (f44)-1[r Tii + a: TlJ.v ] iJ,k oklJ. ,v , (2. 15a) 

V" == - 2(T44)-1[g44, 1 Tiol 

(2. 15b) 

By using the abbreviations VI and V"' Eqs. (2.14) 
become 

giJ,44 + g44,iJ - g"J,i4 - gIol,4J + 161T(ft4)-1{_ gtl 12 

X (gllJ.gJv - tgl}glJ.v)TIJ.V =Nli, 

[(- g)l/2G\ + 81TgxlJ. f41J. ]x4=o = 0, 

g4k," = Vk, 

g44,ol= Vol' 

(2. 16a) 

(2. 16b) 

(2. 16c) 

(2. 16d) 

One can now eliminate the derivatives gIol,-lJ from Eq. 
(2. 16a) by substitution, using Eqs. (2. 16c) and (2. 16d). 
The result is 

gli,44 = - g44,lJ + VJ,I + VI,J + NlJ 

- 161T(!t4tl (- g,-1/2(gllJ.gJV - tglJglJ.v) T'v , 

[(- g)1/2G\ + 81TgxlJ. f41J. ]x4=o = 0 

g4k,ol= Vk, 

g44,ol= Vol, 

(2.17a) 

(2.17b) 

(2. 17c) 

(2. 17d) 

where Vk , V", and NIJ are respectively defined in Eqs. 
(2.15a), (2. 15b), and (2.13). The Significance of the 
manipulations just completed may be summarized as 
follows. Equations (2.17) have been obtained from 
Einstein's field equations (2.10) by solving for a partic
ular set of derivatives, namely, gl},44 and gIJ.4,-l' The 
resulting system (2. 17a), (2. 17c), and (2. 17d) is now 
in the form required for the application of Riquier's ex
istence theorems- 12 and it would be easy at this point to 
prove existence using Riquier's ordering procedure. 
However, that path will not be followed here. Instead, 
a proof of existence using the more familiar Cauchy~ 
Kowalewsky existence theorem will be presented. To 
place Eqs. (2. 17) in the Cauc.hy-Kowalewsky form, one 
notes that the terms Vi,1 + VI,J in Eq. (2. 17a) contain 
derivatives of the form g4k,I}' Unfortunately, the 
Cauchy-Kowalewsky theorem does not allow second de
rivatives of a function on the right-hand side of a system 
of equations when any of the first derivatives of this 
function (in this case g4k) appear on the left-hand side 
of the system. To remedy this, one must change Eqs. 
(2. 17c) so that the g4k,4 do not appear. To do this, sim
ply differentiate Eqs. (2. 17c) with respect to x" (see 
below). 

A second problem appears with respect to g"" since 
the first derivative of g44 appears on the right-hand side 
of Eq. (2. 17d) and the second derivative of g44 appears 
on the left-hand side of Eq. (2. 17a). The second prob
lem is solved by differentiating Eqs. (2. 17d) with re
spect to x" (see below). In addition, one adds appropri
ate initial conditions so that the new system is equiva
lent to the old system. After these changes, the result
ing system is as follows: 
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_ 161T(g'4r1(_ g)"1/2(gIU.gjV - ~gl~u.v)fu.v, 

[(_ g)l/ZG\ + 81Tg).u. f'u. ]~;O = 0, 

[g4k ,4 - Vk]~;O = 0, 

[gU,4 - V4]~;O = 0, 

g'U,44 = V4 ,4' 

(2. 18a) 

(2. 18b) 

(2. 18c) 

(2. 18d) 

(2. 18e) 

(2. 18f) 

Equations (2.18) still fall short of the Cauchy
Kowalewsky form because the derivatives glk,44 appear 
both on the left-hand side of Eq. (2. 18a) and on the 
right-hand side of Eq. (2. 18d). Furthermore, the glk,44 
appear on the right-hand side of Eq. (2. 18f). To remedy 
these two circumstances, define a new abbreviation MlJ 
equal to the right-hand side of Eq. (2. 18a): 

MlJ =- g44,1} + Vi,l + VI,} + Nli 

- 161T(g")"1(_ g)-1/2(gIU.giv - tgljgu.v)-r v• (2.19) 

Equation (2. 18a) can now be rewritten in the form 

(2.20) 

Next eliminate glJ,44 from Eqs. (2. 18d) and (2. 18f) by 
subtracting an appropriate multiple of Eq. (2.20) from 
Eqs. (2. l8d) and (2. 18f): 

gli,44 = - g44,lJ + Vi,l + VI,} + Nli 

_ 161T(g'4)-1(_ g)"1 12(gIu.gjv _ tgligu.v)fu. v, 

[(- g)1 IZG\' + 81Tg).u. T.tu. ]~;o = 0, 

[g4k ,4 - Vk Jx4;O =: 0, 

g4k,44 = Vk,4 + (f'4)"1fI4(glk,44- M lk)' 

[g44,4 - V4]x4=O = 0, 
,!i;44 -1 -Ii 

g44.44 = V4•4 - (1 -) T (gli,44 - Mil), 

(2. 2la) 

(2. 21b) 

(2.2lc) 

(2. 2ld) 

(2.2le) 

(2.21£) 

where MIl> VI, V4, and NiJ are given respectively by 
Eqs. (2.19), (2.l5a), (2.l5b), and (2.13). The system 
consisting of Eqs. (2. 21a), (2.21d), and (2.21f) is now 
in the form required for application of the Cauchy
Kowalewsky existence theorem. Applying this theorem, 
one concludes that solutions exist to the system for 
every analytic choice of initial values on an X4 = const 
surface, and for every given analytiC symmetric tensor 
fu.V(x). 

It only remains to prove that solutions exist to the 
Eqs. (2.21b), (2.21c), and (2. 21e) which express the 
conditions which these initial values must satisfy. A 
proof of existence for this initial value problem is given 
in Appendix C. (Note that the initial value problem 
solved here is not quite the same as the usual initial 
value problem since one has eight initial value equations 
rather than four.) This completes the proof of the fol
lowing theorem. 

Theorem 1: Nonmetrical existence theorem: Given 
any symmetric analytic tensor density fu.V(x), there al
ways exists a corresponding metric gu.v(x) which satis
fies Einstein's field equations. 

This is the theorem which was to be proved. The the-

1941 J. Math. Phys., Vol. 16, No.9, September 1975 

or em has been proved for jJ. = 1, ..• ,4 and i = 1, •.. ,3. 
However, the same procedure also holds for jJ.= 1, "'. n 
and i = 1, •. "n - 1, n ~ 3. For other related results, see 
Ref. 1 and also Refs. 13-15. 

3. CONCLUSION 
One advantage of the proof just completed is that it 

avoids the use of coordinate transformations. The en
tire proof is carried out in a single coordinate system. 
The result is an increase in our fund of information on 
the mathematical and physical significance of the non
metrical existence theorem. 

A second advantage of this new proof is that no use 
is made of Riquier's existence theorem. Only the 
Cauchy-Kowalewsky existence theorem is used. It is 
hoped that this will make the proof more accessible 
than previously. In addition the present proof serves as 
an instructive and nontrivial example of the relationship 
of the Cauchy-Kowalewsky theorem to Riquier's 
theorem. 

One tantalizing feature of the nonmetrical existence 
theorem is that a complete geometrical obj ect of space
time can be chosen arbitrarily. That obj ect is fu. v• 
Equally important is the fact that this arbitrary choice 
can be made without any prior knowledge of the metric. 

The purpose of nonmetrical dynamics is to separate 
out those properties of phYSical theory which can be de
fined without reference to the metric. 16 In this connec
tion one should keep in mind that the nonmetrical exis
tence theorem would disappear if one were to linearize 
Einstein's equations. By comparison, the original exis
tence theorem of Lichnerowicz is unaffected by lineari
zation. Thus, the nonmetrical picture differs from the 
usual picture in a manner that is far more extreme than 
one might think at first sight, 
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APPENDIX A: COMMENTS ON THE CAUCHY
KOWALEWSKY EXISTENCE THEOREM 

There is a surprising variation in the statements of 
the Cauchy-Kowalewsky existence theorem which ap
pear in the literature. References 4 and 5 give the 
CauchY-Kowalewsky theorem in a form which applies 
not only to a system of partial differential equations all 
of which are of the same order m, but also to a system 
of partial differential equations some of which are of 
order mlo some of which are of order mz, some of which 
are of order ms. etc. Reference 6 gives a statement of 
the cauchy-Kowalewsky theorem which applies only to 
a system of partial differential equations all of which 
are of the same order m. If one is presented with an un
familiar system of partial differential equations, it is 
often easier to examine it using the more general 
CauchY-Kowalewsky theorems of Ref. 4 or Ref. 5 
rather than to convert the system to a form suitable for 
the Cauchy-Kowalewsky theorem of Ref. 6. 
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In addition, one mllst keep in mind that there are 
many systems of equations to which the Cauchy
Kowalewsky theorem does not apply. If a given system 
of partial differential equations possesses integrability 
conditions, then the Cauchy-Kowalewsky theorem does 
not apply to the system. It is possible, however, to re
place some of the given equations by initial conditions 
and thus build an equivalent system to which the Cauchy
Kowalewsky theorem does apply. 

There are also systems (a) which do not possess inte
grability conditions and (b) to which the Cauchy
Kowalewsky theorem does not apply. For example, con
sider the following system: 

au av 
ax +v=O, ay +u=O. (AI) 

Equations (AI) possess no integrability conditions. In 
addition, the Cauchy-Kowalewsky theorem does not 
apply to Eqs. (AI). Of course, Riquier's existence the
orem8

-
12 does apply to the system (AI). Follow the no

tation used in Appendix B of Reference 1 and take 

au av 
->->u>v ax ay , 

au av au av ->->->->u>v. ax ax ay ay 

Then the first member of the first equation of the system 
(AI) is au/ax and the first member of the second equa
tion is av/ay. (See Ref. 1 for a definition of the term 
"first member.") And the requirements for the applica
bility of Riquier's theorem are obviously satisfied. Fur
thermore, one sees by following Riquier's procedure 
that the system (AI) has no integrability conditions. 

APPENDIX B 

Lichnerowicz7 has outlined the main features of the 
methods needed to show that Eqs. (2.10) are equivalent 
to Einstein's equations in the form (2.9). However, 
Lichnerowicz's presentation makes the special 
assumptions 

T"v =pv"'vv 

and 

T"'V= (p +p)v"'VV _pg'v. 

It is therefore necessary for the purposes of the present 
paper to demonstrate that Eqs. (2.10) are equivalent to 
Eqs. (2.9) in the general case of arbitrary T"'v. 

Consider the follOWing system of equations: 

R lj == - 81T(T Ii - ~gljT), 

G\==- 81TT\. 

(Bla) 

(BIb) 

[Note that Eq. (BIb) has not yet been replaced by an ini
tial condition. ] One wishes to demonstrate that the sys
tem (Bl) is indeed equivalent to Einstein's equations 
(1. 1). By expanding Eq. (BIb), the system becomes 

RIJ=- 81T(TIj- ~gIJT), 

R\=- 81TT\, 

R\ - ~{j\g"VR",v = - 81TT\. 
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(B2a) 

(B2b) 

(B2c) 

For convenience, define 

P",v=T"'v-~g,..vT, 

where 

T",v=(_gt1/2T",v. 

Contraction of Eq. (B3) gives 

P==-T, 

T\==p44_~P. 

Equations (B2) can then be written 

R lj == - 81TP Ij, 

gMRk4 + lflRkl == - 81TT\, 

gM[R44 - ~g44(g44R44 + 2lflR41 + gljRlj)] 

+ g4I[R41 - ~g41(g44R44 + 2g'IR4i + gli R lj )] 

=- 8rrT\, 

(B3) 

(B4) 

(B5a) 

(B5b) 

(B6a) 

(B6b) 

(B6c) 

where in Eq. (B6a) one has made use of the definition 
(B3). Substitute Eq. (B6a) into Eq. (B6c), and the sys
tem (B6) becomes 

Rlj = - 8rrP ii, 

g'4Rk4 - 8rrlf lPkj == - 8rrP\, 

g44(1-~.t" g4a )R44 - lfl(g4'" g4a - 1)R4i 

- ig'''' g4agIJ(_ 8rrP jJ) = - 81TT\. 

Simplification of Eqs. (B7) gives 

R lj == - 8rrP Ij, 

R,,4 = - 8rrPk4, 

R44 = - 8rrP44, 

(B7a) 

(BTh) 

(B7c) 

(B8a) 

(B8b) 

(B8c) 

where we have divided through by lf4 and thus have as
sumed that gM"* O. Rewriting Eqs. (B8), one obtains 

(B9) 

which is equivalent to Einstein's equations (1. 1). One 
concludes that Eqso (B1) are equivalent to Einstein's 
equations. The proof has been surprisingly long. 

The next step is to demonstrate that the initial condi
tion (20 lOb) combined with Eqs. (2. 10c) implies Eq. 
(BIb) 0 To do this, one begins by writing down the con
tracted Bianchi identity17: 

(BID) 

Combine the identity (BID) with Eq. (20l0c). Then Eq. 
(20 10c) may be written 

[Gv
,.. + 8rr1" '" ];v = 00 

Equations (2. 10) can therefore be written 

Rij = - 8rr[T Ij - ~gIJT], 

[G\ + 81TT\]x4=O = 0, 

[Gv
", +8rr1",..];v=0. 

(B1l) 

(B12a) 

(B12b) 

(B12c) 

Using Eq. (B3), one can rewrite Eqso (B12) in the form 

RIj + 81TP Ii = 0, 

[RlJ + 8rrP ij]x4=o = 0, 

c. Martin Pereira 
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[G\ + 81TT\]x4=0 = 0, 

[G",. + 81TT" ,. ];v = 0, 

where the redundancy of Eq. (B13b) is intentional. 

(B13c) 

(B13d) 

It has been shown that Eqs. (Bl) are equivalent to 
Eqs. (B9). One can therefore conclude that Eqs. (B13b) 
and (B13c)' are equivalent to Eqs. (B14b) below: 

Ril + 81TP Il = 0, 

[R,.v + 81TP ,.v]x4=O = 0, 

[Gv,. + 81TT",.];v= 0. 

One may rewrite Eq. (B14b) and obtain 

Ril + 81TP Ii = 0, 

[GV
,. + 81TT",. k=o = 0, 

[Gv,. + 81TT" ,.];v = 0. 

Equation (B15c) may be written 

(B14a) 

(B14b) 

(B14c) 

(B15a) 

(B15b) 

(B15c) 

[G",. + 81TT4,.1,4 + r B/[ c;B,. + 81T~,.] - r ,./[ G" B + 81TT"B] 

+ [GI
,. + 81TT I ,.],1=0. (B16) 

Evaluate Eq. (B16) at x4 = ° and use Eq. (B15b) to 
obtain 

(B17) 

Successive differentiations of Eq. (B16) with respect to 
X4 lead to the result 

[:t: (G\ + 81TT\'l=0 = 0 (B18) 

for all n~ 1, where we have put X4=t. Finally one may 
expand G,.· + 81TT,. 4 in Taylor's series: 

c;4,. + 81TT\. = ~ {ta~: (G\. + 81TT4,.~ toO (t")} . (B19) 

Since by Eq. (B18), each term of the sum on the left
hand side of Eq. (B19) is zero, Eq. (B19) can be written 

(B20) 

This proves then that Eqs. (B15b) and (B15c) together 
imply Eq. (B20) so that Eqs. (B15) become 

R jj + 81TP Ii = 0, (B21a) 

c;4 ,. + 81Tr,. = 0, (B21b) 

[GV
,. + 81TT",. ];v = O. (B21c) 

Equations (B21a) and (B21b) are equivalent to Eqs. (Bl) 
and therefore can be rewritten in the form (B9). One 
obtains 

R,.v = - 81TP ,.v, 

[Gv,. + 81TT",,];v = 0 

(B22a) 

(B22b) 

as the final form of Eqs. (2.10). This completes the 
proof demonstrating that Eqs. (2.10) are equivalent to 
Einstein's equations. 

APPENDIXC 

Consider the following system of initial value equa
tions taken from the system of Eqs. (2.21): 

[(- g)1 12c;4). + 81Tg).,.~" ]x4=O = 0, (Cia) 
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[g4k,4- Vk]x4=O===O, 

[g44,4 - v414=0 === 0. 

(Clb) 

(Clc) 

Convert Eqs. (Cia) to the notation of Ref. 18. Then Eqs. 
(Cl) take the form 

N'n;JJ;i _ N-1N)N(nl J) _ y"iyl".N(I;m) _ eni ] _ ii"}N} - enl;l 

= - 81TS", (C2a) 

(QI 1)2 _ Qi IQ I 1 - (N)2R = 161T(N)2g4,. f4,. (_ g)-l 12, (C2b) 

Nk,4- Vk=O, (C2c) 

g44,4 - V4 = 0, (C2d) 

where all quantities and equations are evaluated at X4 

=0, where 

2Q jj = YIl,4 - Ni; 1- Ni;l> 

SI = ykl (N)2(_ g)-1 12g"IJ. f4" 

with i = 1, 2, 3 jJ. = 1, .•. ,4, and 

Yjj=glb 

yjjYl" = 15" I, 

yll =gil _ gI4gi4(g'4)-t, 

NI =g4i1 

N=(_g'4t1/2, 

(C3) 

(C4) 

(C5a) 

(C5b) 

(C5c) 

(C5d) 

(C5e) 

where Eq. (C2a) is equivalent to Eq. (5) of Ref. 18, 
where Ril refers to the Ricci tensor formed from the 
spatial metric YIl> where 

(C6) 

.and where 

(C7) 

For the purposes of the present paper, it is unneces
sary to determine the complete range of arbitrariness 
in the solution of the initial value problem (C2). Instead, 
existence will be proven for a particular class of solu
tions. Consider those solutions of Eqs. (C2) such that 
N I = 0. [Note that since Eqs. (C2) are required to hold 
only on an x· = ° hypersurface, there is no contradiction 
in the fact that the value we choose for the ~ is quite 
independent of the value given for NI 4 in Eq. (C2c).] 
With this special assumption, Eqs. (C2) become: 

First members 
eni;l - N-1N;leni = 81TS", e"3 ,3 (C8a) 

(Q li)2- Q/QI J - (N) 2.ii 
= 161T(N)2(- gt1 12g.,. f4~ Y22,33 (CBb) 

N",4=V", N",. (C8c) 

g44,4= V4, g44,4 (C8d) 

N,,=O. N" (C8e) 

If one solves each of the equations in Eq. (CB) respec
tively for the derivatives indicated in the First mem
bers column, one obtains a system of equations which is 
in the form required for the application of the Cauchy
Kowalewsky existence theorem. Applying the theorem, 
one concludes that solutions exist to the initial value 
system (Cl) from which Eqs. (C8) were obtained. Note 
that the proof holds regardless of what analytic choice 

C. Martin Pereira 1943 



                                                                                                                                    

has been made for the tensor density T"V(x) on the initial 
value surface x4 = O. 

APPENDIX D 

In explanation of the argument following Eq. (2.13) 
one should note the following: 

- g"v ,/L(J - g/L(J,O<v + ( ... )], (D1) 

where the parentheses contain no derivatives of the met
ric except first derivatives. If a given second derivative 
of the metric has three equal indices, then it is cancel
led by other similar terms. For example, derivatives 
of the form g/L4,44 do not appear in the Riemann tensor. 
A similar result holds for the Ricci tensor. 
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Quantum theory of anharmonic oscillators. I. Energy levels 
of oscillators with positive quartic anharmonicity* 

F. T. Hioe and E. W. Montroll 

Institute for Fundamental Studies. Department of Physics and Astronomy, University of Rochester, 
Rochester, New York 14627 
(Received 1 April 1975) 

This is an investigation of the energy levels of an anharmonic oscillator characterized by the potential 
(1I2)X 2+AX'. Two regions of A and n are distinguishable (n being the quantum number of the energy level) 
one in which the harmonic oscillator levels En = n+ 112 are only slightly distorted and the other in which 
the purely quartic oscillator form En=CA lI3(n+ 112)413 (c being a constant) is only slightly distorted. Rapidly 
converging algorithms have been developed, using the Bargmann representation. from which energy levels 
in any (A.n) (with A>O) regime can easily be computed. Simple formulas are also derived which give 
excellent approximations to the energy levels in various (A. n) regimes. 

I. INTRODUCTION 

An early quantum mechanical model to which the 
Rayleigh-SchrOdinger perturbation theory was applied 
was the anharmonic oscillator characterized by the 
Hamiltonian 

(I. 1) 

In the SchrOdinger representation the associated energy 
levels and wavefunctions are solutions of 

H<fi=E1jJ with H=-t cJ2/dx2 +tx2w2 + Ax"4. (I. 2) 

We have chosen units in which Ii= m = 1. The formal 
perturbation theory of this eigenvalue problem yields 
the power series expansion .. 

EO(A) ==tw + ~wAn(Vw3)n 
n=l 

(I. 3) 

for the ground state energy. The first few An are known 
to be 

Ai = 3/4, A z == - 21/8, A3 = 333/16, 

A4 = - 30, 885/128, A5 == 916731/256, etc. 
(1.4) 

70 more An's have recently been calculated by Bender 
and Wu. 1 The rapid increase in the IAn I with n suggests 
that the series (I. 3) does not converge; Bender and Wu 
have proven that (I. 3) diverges for any A> O. 

Intuition gained from perturbation theory in classical 
mechanics warns of difficulties in series such as (I. 3). 
The classical solutions of Newton's equations for model 
(1. 1) (with A> 0) are periodic elliptic functions. How
ever, simple perturbation theory generated from the 
unperturbed trigonometirc solutions of the harmonic 
oscillator (A= 0) equation yields secular terms which 
are products of powers of t with the trigonometric func
tions. When the perturbation series is terminated at 
finite order the secular terms cause calculated displace
ments to become arbitrarily large at sufficiently long 
times thus strongly violating the energy conservation 
principle. Lindstedt and Poincare, through a frequency 
renormalization of the zero order trigonometric terms 
(i. e., introduction of a new frequency S}== w + AWl + ... ) 
have eliminated secular terms. It would not be surpris
ing if a quantum mechanical perturbation series calcu
lated from a basis set expressed in terms of the origi
nal frequency w did not lead to a convergent series ex-
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pansion. A second indicator of impending trouble is 
evident from expressing H in a momentum representa
tion with 

p -p and x -id/dp, 

(tpz_ tw2 d2/dPz + ~ /dp4)<fi== Elj!. (I. 5) 

In this differential equation the" small" parameter A 
appears as the coefficient of the highest derivative. 
This is a situation analogous to one encountered in the 
Navier-Stokes equation of hydrodynamics in which the 
viscosity 1/, which in certain regimes is considered to 
be small, is the coefficient of the highest order deriva
tive in the equation. One of the obstacles in the develop
ment of a theory of turbulence is associated with the 
identification of the turbulent regime with small 7), and 
the observation that a perturbation theory in which the 
1/= 0 solution (that of an equation of lower order) is used 
as an unperturbed starting function is misleading and 
generally useless. Hence, we should be reconciled to 
the possibility that a standard perturbation solution of 
(1. 1) might yield nonconvergent series. 

Bazley and Fox2 have, by variational methods, derived 
excellent upper and lower bounds for various energy 
levels. When 0 < A ~ t the gap between these bounds may 
be only a few parts per thousand. However, with in
creasing A> t it widens considerably. Reid3 has further 
developed the variational calculations using a method 
of Lowdin. He also calculated energy levels of high 
quantum number states. Loeffel, Martin, Simon and 
Wightman4.5 made a detailed investigation of the Pade 
method taking it to 20th order and obtaining excellent 
numerical results in the range 0 < A ~ t. They have pro
ven the convergence of the method for the problem at 
hand. Graffi, Grecchi and Simone have proven unique
ness theorems for energy levels which were derived by 
applying Borel summability methods to the Rayleigh
Schrooinger series. 

The most extensive numerical results on anharmonic 
oscillator energy levels (which extend into the range 
0"" A~ 50) have been obtained by Biswas, Datta, Saxena, 
Srivastava, and Varma7 who postulated wavefunctions to 
be of the form .. 

lj!= (exp - tx2) ~c.x2n. (1.6) 
n=O 
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When they substituted this expression into (1. 2) they 
obtained a three term difference equation for the {cJ 
and the energy E. In order to assure the existence of 
solutions they had to set the infinite determinant of the 
coefficients equal to zero. The energy levels were then 
found numerically from the resulting "Hill" determi
nant. The numerical method used by the above authors 
was to truncate the determinants, calculate the eigen
values at different levels of truncation, and search for 
the limits of successive estimates as the truncated de
terminants were increased in size. Determinants of 
orders as high as 100x100 were used for large values 
of A. As determinants become very large, machine 
round off errors can become severe. 

Several other interesting papers have recently ap
peared on the quantum mechanical anharmonic oscil
lator. They are listed in Refs. 8-13. However, no one 
seems to have produced simple formulas which give 
good approximations to the energy levels in either the 
small or large A regimes. One of the aims of this paper 
is to produce such formulas. A scaling argument due to 
Symanzik will be very useful for the derivation of for
mulas which are valid in the large A range, say A> 2. 
Since the argument is very Simple, we sketch it here. 

Let us write the Hamiltonian of Eq. (1. 2) as H(w, A). 
Then if we let x = A-1/6 y, we see that 

H(w, A) = Al 13H(WA-1 13, 1), (1. 7a) 

so that as A- 00 

H(w, A) - A1/3H(O, 1). (1. 7b) 

Since H(O, 1) is independent of \ we would expect the 
energy levels of H(w, A) to have the asymptotic form 

(1. 8) 

where e" depends on nand w. We will show for example 
that the ground state energy can be represented to better 
than 1 % accuracy when A> O. 3 and to better than one 
part in 106 accuracy when A> 100 by 

Eo(w, A) - Al/3(O. 667 986 259 18 + 0.143 67A-2/3 

_ O. 0088A-4/3 + ... ). (1.9) 

Schiff14 by a numerical calculation and Schwartz15 by a 
variational method which he called a new Tamm
Dancoff method, discussed the Hamiltonian H(O, t) and 
obtained a ground state energy which is equivalent to 
0.66798626 for that of H(O, 1). For small \ we will 
also present a simple iteration scheme by which the 
energies can be obtained to an excellent accuracy. 

The second quantization form of the Hamiltonian (I. 1) 
is obtained by introducing the creation and annihilation 
operators at and a through 

at = (xw1/2 _ ipW-1/2)2-1/2, 

a = (xw1/2 + ipW-1/2)2-1/2, 

which yield 

H= w(ata +~) + t(Aw-2)(at + a)4. 

(1. lOa) 

(1. lOb) 

(I. 11) 

In our consideration of this Hamiltonian we will employ 
the Bargmann16•17 representation and follow some of the 
ideas which we introduced in a previous paper on the 
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interaction of a photon with a two level atom. 18 In the 
Bargmann representation at and a are related to a com
plex variable z by 

at-=z and a-=d/dz. (1.12) 

Then the eigenfunctions of at a have the remarkably 
simple form, z", as is clear from 

(zd/dz)z"=nz", (I. 13a) 

so that the eigenfunctions and eigenvalues of (ata +~)w 
in this representation are obtained from 

w[(zd/dz) +~]z"= (n+~)wz". (1. 13b) 

Bargmann17 has constructed a kernel function which 
transforms the function/(z) into a corresponding func
tion in configurational space. 

The operator equation H1/J == E1/J with H given by (I. 1) 
has the Bargmann representation 

[WG+zd~)+~(A/w2)(Z+ d~ J]1/J=E1/J. (1.14) 

As with the momentum representation (1.5), A appears 
as a coefficient of the highest derivative in the equation. 
In Sec. II we will seek solutions of this equation of the 
form 

E"(A) = <t + n)w + A"(A), 

1/J"(z) =/"(\ z) -=z"B"(\ z) 

with 
~ 

B"(\ z) -= ~ [U~")(A) + Ok .O]Zk and UO(A) -= o. 
k=-" 

(1.15) 

(I. 16) 

(1.17) 

In order to develop series such as (1. 9) we rewrite 
the Hamiltonian H(WA-1/3, 1) as 

H(WA-1/3, 1) -=~(P2 + W2X 2/A2/3) + X4 

-=~(P2 + W2X2) _ E:W2X 2 + x\ 

E: -=~(1- A-2/3) and 0 <S E: <s L if A;' O. 

We put this in second quantized form by setting 

x = (at + a)/(2w)1/2 and p = i(at _ a)(w/2)1/2. 

Since 

(1. 18) 

(1. 19) 

(I. 20) 

H(W A-1/3, 1) -= w(at a +~) _ ~E:w(at + a)2 + (at + a)4/4w2, 

(I. 21) 

in the Bargmann representation, we have the eigenvalue 
equation 

[wG+z d~)-~w ~ + ~r + (z + d~r/4W2] =E1/J. (1. 22) 

The parameter E:, which might be considered as a per
turbation parameter [being restricted to the interval 
(0, ~)] is not a coefficient of the highest order derivative 
in our equation. Equation (I. 22) will be discussed in 
Sec. III where formulas such as (I. 9) will be derived. 

The detailed program developed in this paper is a 
combination of analysis and computer evaluation of cer
tain determinants which appear in solving the basic 
difference equations which are required to solve (1. 14) 
and (I. 22) using (I. 15)-(1. 17). We present some new re-
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presentative tables (see Table n) of energy levels accu
rate to 7 or more significant figures. They sample the 
entire range 0 ~ X ~ 00 and 0 ~ n ~ 00. Our main thrust, 
however, will be to derive various analytical formulas 
which when combined, give excellent values of En(X) over 
all positive X and n. The single formula which seems to 
have the greatest range of validity is the large n, large 
X formula 

X-l/3En(X) = C{(n + t) + <'5(n +t)-1}413 + aX-Z/ 3{(n + t) 

where 

C = 3413~r(-l:)}..a/3 = 1. 376 507 40, 

a= 4· 32 / 3n3{r(-l:)}-16/3 = 0.268 055 493, 

b = 6rr'{r(-l:)}-8 - (1/32) = - 0.011 674 983, 

0=0.02650. 

An important feature of our general numerical algo
rithims is that each energy level is calculated indepen
dently of the others so that small errors in the ground 
state calculations do not propagate with amplification 
into the excited state energy calculations. 

In the remainder of this paper, the various formulas 
can be converted into those appropriate for the differ
ential equation 

( If ri" (' 1 Z.2 '4») ,/,- 0 2md?+E-2mwx--Xx '1'- (1. 23) 

by noting that if we set 

E=E'/tiw and y=x(mw/ti)1/2, (1. 24) 

then 

(1. 25) 

where 

'Y_n d.n+2 e.n+4 

b.n 

a 

a b.4 1'.2 do e2 

a b.2 Yo d2 e4 

a bo 1'2 d4 es 

All elements in the matrix which do not lie on the main 
diagonal, or the two off diagonals immediately above or 
on the two immediately below the main diagonal vanish. 
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X= X'ti/mZw3 • (1. 26) 

All our analysis will be based on (1. 25) or its equivalent 
Bargmann representation. Hence all formulas which 
relate E and X can be transformed to relations between 
E' and X' by using (1. 24) and (1.26). 

II. ON THE SMALL A REGIME 
In the small X regime, we start with Eq. (1.14). After 

substituting (1.15)-(1.17) into (1.14) and equating co
efficients of like powers of z!'+n, we obtain [with Uk 
== U:n)(X)] when n is even 

=- a<'5k•4 - bk_ZO~.2 + ~ .0[A(X) - co] - d~<'2~._z - ek+4 0k .... ' 

(n.l) 

k = - n, - n + 1, .•. ,0,1,2, •. " 

where 

bk=:X(~+k+n), 'Yk=k+Ck-A(X), 

dk=X(n+k)(n+k-l)(n+k-t), 

(n.2) 

(n.3) 

(n.4) 

ek = -l: X(n + k)(n + k - l)(n + k - 2)(n + k - 3). (n.5) 

All these coefficients except 'Yk are proportional to A as 
X- O. The set of Eqs. (II. 1) has a simple matrix repre
sentation. It should be noted that only Uk with even sub
scripts appear in the equations. For example, if n = 4 
the only Uk which appear are U .. , U_z, .uo, Uz, •••• One 
can arbitrarily set U_3 = U_1 =: U1 = ... = 0 since they 
don't appear in any formulas. If n=: 3, the only Uk which 
appear are U-z, Uo, Uz, •••• Generally, for even n the 
lower index of Eq. (I. 17) starts with - n and for odd n 
the lower index of Eq. (I. 17) starts with - (n - 1). The 
matrix form of (II. 1) is 

U.n 0 

0 

- eo 

U.2 
=: -do (n.6) 

Uo A(X) - Co 

U2 - bo 

-a 

0 

Let us first consider the ground state with n = O. An 
analysis of other n values follows in a similar way. The 
baSic matrix equation in this case is 
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Yo liz e4 0 0 0 Uo A(A) - Co 

bO 1'2 d4 eS 0 0 U2 - bo 

a b2 1'4 ds es 0 U4 -a (n.7) 

o a b4 Ys ds el O .•. Us 0 

0 

where now 

Ck =~ A[1 +2k(k + 1)], ek =tAk(k-1)(k- 2)(k - 3), 

(n.8) 

By constructing the inverse of the matrix on the left of 
Eq. (n.7) (which we call G), we can solve for Uo, Ua, •••• 
Let 

1'2 d4 es 0 •.. 

b2 1'4 ds es .,. 

X= a b4 1'6 ds .•. 

o a be I's .,. 

d2 e4 0 0 0 0 

b2 1'4 de es 0 0 

Y= a b4 I's ds el0 0 

z-, -

o a bs 1'8 d10 ela . 

Then 

1'2 d4 es 0 0 

d2 e4 0 0 0 

a b4 I's ds e10 • 

o a be I's d10 • 

(n.9a) 

(n.9b) 

UO(A) = (det G)-l[(A(A) - co)detX + bodet Y + adetZ]. 

(II. 10) 

Since we postulated UO(A)::= 0, we find that 

A( ) =~ A- 3A detY _~ detZ 
A 4 2 detX 4 detx . 

(n.11) 

It is to be remembered that each of the determinants 
X, Y, and Z are functions of A(A) through the depen
dence of the diagonal elements {Yk} of each on A(A). 

We have used the following numerical scheme to solve 
Eq. (II. 11) for the ground state energy level shift A(A) 
due to the anharmonic term in (1.2). Each of the deter
minants X, Y, Z is truncated to some order, say into 
a 2 x 2 determinant. A trial value of A(A) is substituted 
into those determinants and a corrected A(A) is calcu
lated as the left-hand side of (n.11). The corrected 
A(A) is then substituted into the determinants X, Y, and 
Z and a second correction to A(A) is obtained. The pro
cess is repeated until A(A) is obtained to the required 
number of significant figures. The convergence of this 
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process has been experienced to be very rapid. The de
terminants X, Y, Z are then truncated at a higher order 
say into 3 x 3 determinants. The value of A(A) obtained 
from the 2 x 2 truncation is used as a first approxima
tion to be inserted in the 3 x 3 determinants which with 
(n. 11) are used to find a next apprOXimation to A(A). 
This approximation is used to obtain a better one until 
the A(A) from the 3 x 3 truncation is obtained for the re
quired number of significant figures. The result of the 
3 x 3 truncation for A(A) is used as the starting point for 
the iteration processes using a 4x4 truncation, etc. 
The A(A) obtained from successive levels of truncation 
are compared and the calculation terminated when the 
successive A(A) agree with each other to the required 
accuracy. 

Table I shows how rapidly these iterations of A(A) con
verge for some small values of A used by Loeffel et al. 
The table was produced in less than 10 seconds of com
puter time. Notice that the results given by using only 
the 2 x 2 determinants are already remarkably close to 
the exact values. 

With the aid of the Schweinsian expansion of the ratio 
of determinants19 we can apply the above ideas to the 
derivation of analytical expressions for A(A). A conve
nient notation in terms of which the Schweinsian expan
sion can be expressed is 

a1 b1 Cl d1 

a2 b2 ca d2 

I a1 b2cad4 1 ::= 
as ba Cs da 

a4 b4 c4 d4 

(II. 12) 

In this notation the expansion of the ratio of two determi
nants which differ only in the first column is 

Ihlb2cad4···I/I~bacad4···1 

=h1/al + Ihla2Ibl/~I~bal 

+ I hl aaball b1 Cal / I al ball al bacal (n.13) 

+ Ihla2baC41IblC2dal/lalbacall~bacad41+···. 

The expansion (II. 13) is of course still applicable after 
interchanging rows and columns in X, Y, and Z. 

Application of (n. 13) to terms in (n. 11) yields 

detY /detx = (d2iY2 ) + ~: {I:: ;: III;: ~: I} 
+ Iba a I da 1'2 baljlYa ba a /I'a b21+ ... 

11'4 b4 e4 d4 1'4 I d4 1'4 b4 d4 1'4 ' 
o es dsl I es ds Ys 

(n.14) 

TABLE 1. The convergence of ground state energy shifts AO(A). 

Size of 
determinant 

2 x2 
4 X4 
6X6 
8 X8 

10 x10 
12 x12 
14 x14 

A=0.05 

0.032 68783 
0.032 642 85 
0.032 642 76 
0.032 642 75 
0.032 642 75 
0.032 642 75 
0.032 642 75 

A= 0.1 

0.059 385 59 
0.059 146 65 
0.059 146 40 
0.059 146 33 
0.059 146 33 
0.059 146 33 
0.059 146 33 

A=0.5 

0.197 535 77 
0.196 685 53 
0.196 18747 
0.19617774 
0.19617622 
0.19617582 
0.19617582 
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detz/detx= (e.I'r.) +~ {I e. ')"\/1 ')'. d'l} + ..•. 
')'. da ba ba '>'a 

(n.15) 

The first term in the ratios is, as ~ - 0 of order A, the 
next of order ~a, etc. From the definition (n. 8) and 
especially 

A(~) == t~- ~~2 {3/ r + 9~ +i~2 (2: 9~ + 4 +\O~)] 

+1/[4+30~+i~2(2:9~ + 4+;OA)]} 

'>'2 = 2 + (39~/4) - A(~), 

'>'. =4 + (123~/4) - A(~), (n.16) 

we find that 

A(~) =t~- i~2[3'Y21 + ~1] 

63~s [(21~1'r2) + (nl'r,) - 2] + ... 
2 ('>'a'>'. - 147~Z) 

(n.17) 

When A is very small, we can choose as a zeroth ap
proximation A(~) -t~. The next approximation is ob
tained by substituting this form into '>'2 and '>', and re
taining only the first and second term in (11.17). Then 

3 3 2( 3 1) A(~)=4~-2" 2+9~ + 4+30~ + .•.. (n.18) 

Notice that the radius of convergence of (2 + 9~)·1 
==U(1- (9A!2) + ... ] is I ~ 1< 2/9 while that of (4 + 30~)·1 
=Hl- (15A!2) + ... ] is I ~I < 2/15. The term IJY6 still 
has a smaller radius of convergence. Hence, if expan
sions such (n. 17) and (II. 18) are to be useful for even 
small A, one must refrain from expanding denominators 
containing A. This observation is consistent with the 
result of Simon, that Pade approximant expreSSions for 
A(~) converge while the basic perturbation series (I. 3) 
diverges. A second order approximation can be found 
for A(~) by using the first order approximation for Y2 
and Y. in the term of O(~2) in (n.17), and the zeroth 
order Y2 and '>'4 (with A(~) "'3~/4) in the term of O(~S) in 
(n. 17). Then we find 

For n=2, 3, 

For n? 4, 

Y .. d-a 0 0 
+ab .. Y.2e20 

o a Y2 d. 
la b.2 d2 e. 

Since (11.21), (11.22), and (11.23) give cubic, quartic, 
and quintic equations, respectively, in A(~), we can, in 
principle, express An(~) for small values of ~ in closed 
form expressions in terms of the roots of these cubic 
or quartic equations, or in terms of some elliptic in
tegrals. We shall not write down the solutions here 
because in practice, given any small value of A, A(~) 
can be readily obtained (to within 1% of the exact values) 
by iterating (n.21), (11.22), or (n. 23). In Table II, we 
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_ 63A
S (3~ - 4 + n )/(8 + 96~ + 123~2) + O(~4) 

2 2 + 9~' 4 + 30~ . 
(n.19) 

For an arbitrary energy level n, we have 

A(~) == c _ (_ e detU + d detV + b detY _ a detz) (n.20) 
o 0 detX 0 detX 0 detX detX 

where U, V, X, Y, Z are matrices obtained from G by 
striking out the rows and columns of the elements ao, 
bo, '>'0, do, and eo, respectively, G being the matrix on 
the left-hand side of Eq. (II. 6). The elements a, b, Y, d, 
and e are defined in (II. 2)- (n. 5) and are, of course, 
dependent on n. A number of values of An(~) for 0"" II 
"" 1 have been computed for n ranging from 0 to 10. To 
obtain an accuracy of 8 decimal places for ~== O. 05, for 
example, the size of determinants required ranges from 
7 x 7 for n = 0 to about 20 x 20 for n = 10, and for ~ == 1, 
it ranges from about 20 x 20 for n == 0 to about 40 x 40 
for n== 10. 

Our numerical data suggest, however, that for small 
values of A, the values of An(ll) are given to rather good 
accuracy by determinants of much smaller sizes. In
deed, we find that the following Simple iteration formu
las give better than 1 % accuracy for 0 < II < O. 2 when 
n""4. 

(II. 21) 

(n.22) 

(II. 23) 

present some examples of these values. The large A 
case (say A> O. 2) will be discussed in the next section. 
A larger collection of these data has been obtained but 
we shall not present it here as those presented in Table 
II are quite representative of these data. 

In the same manner as the approximate series expan
sion (II. 18) was derived for the ground state energy 
shift, we have, for an arbitrary energy level n, the 
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TABLE IIA. Comparison of the exact values of En(A) for n= 0, 1, and 2 with those obtained by using Eqs. 
or those obtained by using Eq. (III. 9). 

01.21), (II. 22), or 01.23) 

n= 0 n~l n~2 

A Eo (A) 
Eq. (II. 21) 

EI (A) 
Eq. (II. 21) 

~(A) 
Eq. (II. 22) 

Eq. -(irr:-9) Eq.-(IIC9) Eq-: -arr:-9) 

0.002 0.501 489 66 0.501 489 66 
1. 50741939 1. 50741940 

2.519202 12 2.519 202 15 

0.006 0.5044D971 0.50440974 
1.52180565 

1.521 80605 
2.555972 30 2.555 974 52 

0.010 0.50725620 
0.50725644 

1.53564828 
1.53565077 

2.59084580 
2.590 85844 

0.050 0.532 642 75 
0.532 68783 

1. 653436 01 
1. 653 70349 

2.873979 63 
2.874 65664 

0.100 0.55914633 0.55938559 
1.769502 64 1. 77032414 3.139 625 55 3.138 624 31 

0.300 0.637 991 78 
0.639 06797 

2.094641 99 
2.096 857 59 

3.844 782 65 
3.874 390 36 

0.63245315 2.090199 72 3.84041609 

0.500 0.696 175 82 
0.69753577 

2.32440635 
2.33813960 

4.32752498 0.693 593 90 2.32263627 4.32521217 

0.700 0.743903 50 0.745822 88 
2.50922810 4.71032810 0.74234428 2.508 297 60 4.708 778 94 

1.000 0.803 77065 
0.80822854 

2.737892 27 5.17929169 0.802 85626 2.737444 02 5.178 265 39 

2 0.951 568 47 
0.951 240 90 

3.29286782 
3.292 78853 

6.303 880 57 
6.303 405 63 

50 2.49970877 
2.49970446 

8.915 096 36 
8.915 101 83 

17.4369921 
17.4369762 

200 3.930 931 34 
3.93093056 

14.0592268 

1000 6.694220 85 
6.694 220 79 

23.972 2061 

8000 13.366 9076 47.890 7687 
13.3669076 

20000 18.1372291 
18.1372291 

64.986 6757 

following approximate expansion: 

A(A) = ;! A{l + 2 ( + 1)} _ AZ (n + l)(n + 3/2)z(n + 2) 
4 n n 2 + 3A(2n + 3) 

+ (n + l)(n + 2)(n + 3)(n + 4) n(n - t )Z(n - 1) 
16L 4 + 6A(2n + 5)] 2 + 3A(2n - 1) 

n(n-l)(n- 2)(n- 3))+ ( ) 
- 16L 4 + 6A(2n _ 3)] .. . . II. 24 

We observe, as we shall again do in the following sec
tions, that as n increases, the range of validity of this 
approximate expression decreases. 

III. ON THE LARGE A REGIME 
In the large A regime we start with (I. 22) and proceed 

with a series expansion for l/J(z) of the same form as that 
used in the last section. The coefficients Uk;: U:n)(E:) 
again satisfy a recurrence formula similar to (II. 1) 
(with k = - n, - n + 1, ... , 0, 1, .. 0 ) 

(III. 1) 

= a 0" ,4 - bLz6k,z + o",O[A(A) - c~] - a:.Z6k ,-2 - ek<i46k,-4 

where now the parameters a, b:, ... , ek are just those 
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14.0592281 
'2.7.551 4347 

27.551 4312 

23.972 2062 
47.0173387 

47.0173384 

93.960 6046 
47.890 7687 93.9606047 

64.9866757 
127.508839 

127.508 839 

defined in Eq. (n. 2)-(11. 5), but with A;: 1 and the primed 
parameters related to the unprimed ones through 

b:=-h +bk , a: =- tE:(k +n)(k +n-l) +ak , 

Y:=- E:(t +n+k) +Yk with E:=t(l- A-Z / 3). 
(III. 2) 

As in Sec. II, let us first consider the case of the 
ground state. Then the analog of Eq. (II. 11) is 

A(E:) = t - tE: - t(3 - E:)(detY' /detx') - tdetz' /detx' 

(III. 3) 

where the matrices X', Y', and Z' are obtained from 
(II. 9a) and (II. 9b) by replacing those elements 
Yj' aj, ••• , etc. by the primed elements Y;, a;, 0 •• (with 
n = 0). The numerical work for the determination of 
A(E:) for a fixed value of E: follows in exactly the manner 
discribed in Sec. II after Eq. (11.11). The E:=t (A_OO) 
results are as follows (using the scaling argument of 
Eq. (1.7a): 

(III. 4) 

The values of Ao(t) which have been obtained from con-
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TABLE lIB. Comparison of the exact values of En(;\) for n = 3, 4, 5 with those obtained by using Eqs. (II. 22) or (n.23) or those ob
tained by using Eq. (m. 9). 

n=3 n=4 n=5 

X E2 (;\) ~Cl: jI.!.~~ E4 (;\) Eq. (II. 23) E5(;\) Eq. (II. 23) 
Eq. (III. 9) EQ.-m(9) EQ. -(Irr-:-9) 

0.002 3.53674413 
3.536 74429 

4.559 955 56 
4.559 956 06 

5.588750 05 
5.588 751 42 

0.006 3.60618633 
3.606194 63 

4.671 80037 
4.671 82429 

5.752230 87 
5.752 287 77 

0.010 3.671 094 94 3.671 13790 
4.774 913 12 

4.775 023 88 
5.901 026 67 

5.901 25711 

0.050 4.17633891 
4.17724552 

5.549297 81 
5.550191 03 

6.984 963 10 
6.98846330 

0.100 4.628882 81 4.631 45713 
6.22030090 

6.24008074 
7.89976723 

7.988 92529 
6.213 533 84 7.89386650 

0.300 5.79657363 
5.979 729 13 

7.911 752 73 
B. 555269 81 

10.1664889 
5.79367048 7.91094094 10.1657642 

0.500 6.578401 95 
6.576931 56 

9.028 778 72 
9.028 513 74 

11.6487207 
11. 648 4741 

0.700 7.19326528 
7.19230947 

9.902 610 70 
9.902 498 08 

12.803 9297 
12.803 8175 

1.000 7.94240399 
7.941 790 01 

10.963 5831 
10.963 5485 

14.203 1394 
14.2030966 

2 9.72732319 
9.72705394 

13.481 2759 
13.481 2880 

17.5141324 
17.5141335 

50 27.192 6458 
27.1926380 

37.938 5022 
37.9385037 

49.5164187 
49.5164171 

200 43.005 2709 
43.0052693 

60.0339933 
60.0339934 

78.3856232 
78.385 6216 

1000 73.4191140 
73.4191139 

102.516 157 

8000 146.745 512 
146.745 512 

204.922 711 

20000 199.145 124 
199.145124 

278.100238 

sidering ratios of various truncations of the determi-
nants are given in Table III. 

We have calculated the Ao(X) in 

Eo(X) =: Xl 13[t + Ao(X)] (III. 5) 

as well as Eo(X) for the range 1 < X < 00. Some values are 
recorded in Table n. These results as well as those in 
a much larger collection were fitted to the asymptotic 
formula 

EO=X1/3(0.667 986 259+0.143 67A-2/3 

- O. 0088X-4 /3 + ... ) . (III. 6) 

The tabulated results were themselves used to obtain 
the coefficients of X-2/3 and X-4/3. A sequence of Eo(X) 
was calculated for X=: 2,10,50,100,200, .•. ,105 • From 
these the number ao defined by 

lim [x-l 13EO(X) - O. 667· .. ]X2/3= ao (m.7) 
A-~ 

was calculated to be 0.143 67. With this constant eval
uated, we proceed to evaluate the coefficient of X -4/3. 

For an arbitrary energy level n, the analog of Eq. 
(II. 20) is 

A(E)- '( detU' +d,detV' +b,detY' detZ') 
-co- -eo detx, 0detx' 0detx,-a detx,· 

(III. 8) 
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102.516157 
133.876 891 

133.876 890 

204.922 711 
267.628498 

267.628498 

278.100238 
363.201 843 

363.201 843 

The expression 

En(X) =: Xl 13(En + a nx-2I3 + (3n X-4 13 + ... ) (m. 9) 

was constructed in a similar manner for n in the range 
n= 1, 2, 3, ... ,10. Equation (nl. 3) was used to evaluate 
all An(E) =An(X) by using the U', V', x', Y', and Z' for 
the appropriate n using the matrix elements (nr. 2). The 
results of these calculations are collected in Table N. 

Putting the values of En, an, and (3n in Eq. (III.9), the 
values of the energies so calculated for 0.3"" X"" 105 

are given in Table II, and they are, as it will be ob
served, remarkably close to the exact values. 

Thus for small n, the small A regime (say 0 < X"" O. 2) 
is covered well by the simple iteration formulas 
(II. 21)-(1I. 23), while the large X regime (0.2< X"" 00) 

TABLE m. The convergence of AO(E) for E = t Le •• ;\= 00 as 
the sizes of determinants increase. 

Size of determinant 

2 x2 
8 X8 

14 X14 
20 x20 
26 x26 

0.172 798464 
0.167 998 149 
0.167 986 327 
0.167 986 261 
0.167 986 259 

F.T. Hioe and E.W. Montroll 1951 



                                                                                                                                    

TABLE nc. Comparison of the exact values of En(l..) for n=6, 7, 8 with those obtained by using Eq. (II. 23) or those obtained by 
using Eq. (III. 9). 

n=6 n= 7 n- 8 

l.. Es(l..) 
Eq. (II. 23) 

E 7 (l..) 
Eq. (II. 23) 

Es(l..) 
Eq. (II. 23) 

Eq. -(fn-:--9) Eq.-(IrC9) Eq. -mC9) 

0.002 6.623 04460 6.623 047 83 
7.662 75933 7.662 76621 

8.70781730 
8.707 830 68 

0.006 6.84694847 
6.847 064 52 

7.95547029 
7.95567756 

9.077 353 66 
9.077 680 58 

0.010 7.048326 88 
7.04872500 

8.215 837 81 
8.216 411 26 

9.40269231 
9.403 362 81 

0.050 8.47739734 
8.495811 19 

10.0219318 
10.0864747 

11. 614 7761 
11. 783 0337 

8.45924593 10.005 5658 11.599 8776 

0.100 9.657 839 99 9.927270 75 
11. 487 3156 13.378 9698 

14.600 5501 
9.652 632 32 11.482 6361 13.3782438 

0.300 12.544 2587 
12.5436302 

15.032 7713 
15.032 2095 

17.6224482 
17.621 9566 

0.500 14.4176692 
14.4174616 

17.3204242 
17.3202394 

20.3451931 
20.345 0402 

0.700 15.873 6836 
15.873 5937 19.094 5183 

19.0944385 
22.452 9996 22.452 9391 

1.000 17.634 0492 
17.6340196 

21. 236 4362 
21.2364095 

24.994 9457 
24.994 9237 

2 21.790 9564 
21.790 9635 

26.286125 

50 61.8203488 
61.820 3490 

74.772 829 

200 97.891 3315 
97.891 3308 

118.427 83 

1000 167.212258 202.311 20 
167.212257 

8000 334.284 478 
334.284478 

404.468 35 

20000 453.664 875 
453.664 875 

548.916 14 

is well covered by the simple formula Eq. (III. 9). We 
shall now discuss the large n regime in the next section. 

IV. LARGE n REGIME 

It is evident from Table N that €n and an depend on 
n while as n increases (3n becomes independent of n. In 
Table V we show that €n(n +i)-4/3 and an(n +i)-2/3 ap
proach constants as n increases. Since the WKB approx
imation should be valid for large n, these constants 
should be related to WKB results. Furthermore, since 
we are concerned with the large X expansion, we apply 

TABLE IV. Values of En' O'n' and 13n for n = 0, 1. ... , 10. 

n En O'n 13n 

0 0.677 986 259 0.143 67 - 0.0088 
1 2.393 644 02 0.357 80 - O. 0140 
2 4.696 795 39 0.493 97 -0.0125 
3 7.33573001 0.618 26 - O. 0122 
4 10.244 3085 0.73084 .- O. 0116 
5 13.379 3366 0.835 36 - O. 0116 
6 16.711 8896 0.933 73 - O. 0116 
7 20.220 8495 1. 027 16 - O. 0116 
8 23.889 9937 1.116 53 - O. 0116 
9 27.7063935 1. 20245 - O. 0116 
10 31. 6594566 1. 28540 - O. 0116 
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26.286 131 
30.979 883 

30.979896 

74.772 829 
88.314 328 

88.314 330 

118.42783 
139.90040 

139.900 40 

239.011 58 
202.311 20 239.011 58 

404.46835 
477.855 70 

477.855 70 

548.916 14 
648.51533 

648.515 33 

the WKB method to the Hamiltonian H(wX-1 
13, 1) rather 

than to H(w, X). 

Let us first consider the limit X - 00 which yields the 
Hamiltonian of a purely quartic potential energy func
tion. This case has been treated by Titchmarsh in his 
more rigorous adaptation of the WKB type formulas 
(see Ref. 20, p.151, Eq. 7.7.4). Let}.J.o,}.J.1>··· be the 
eigenvalues of 

y" + [}.J.- q(x)]y= 0 with q(x) _00 as x _±cx:, (N.1) 

TABLE V. The approach to the WKB results. 

n Enl (n + !)4/3 O'nl (n + !)2/ 3 13n 

0 1. 683219 90 0.22806 - O. 0088 
1 1. 394 02711 0.27305 - O. 0140 
2 1. 384 251 37 0.26816 - O. 0125 
3 1.38044555 0.26820 - O. 0122 
4 1.37889955 0.26813 - O. 0116 
5 1. 378 111 41 0.26810 - O. 0116 
6 1. 377656 94 0.26808 - O. 0116 
7 1. 377 371 35 0.26808 - O. 0116 
8 1. 377180 30 0.26807 - O. 0116 
9 1.377 04624 0.268 07 - O. 0116 
10 1.37694859 0.268 06 - O. 0116 

WKB 1. 376 50740 0.268 055 493 - O. 0116 749 83 
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y(± 00) = y'(± 00) = O. 

Then, if xn and x~ are roots of q(x) = J.1.nI 

11"n - [J.1.n-q(x)f/Zdx=n+~ +O(l/n). 
1T x~ 

(IV. 2) 

When q(x) = 2x', xn = (~ J.1.n)l /4, and x~ = - (~J.1.n)l/' (see 
Ref. 20, p. 144, Eq. 7.17) 

~ J.1.n =~"3~ /[r(i")]8/)n +~)V3. (IV. 3) 

If (Ill. 9) is compared with (IV. 3) this implies that as 
n - 00 (identifying J.1. n with 2En) 

C "" lim E:n(n + ~)-l/3 = 3' 13~ /[r(i") ]8/3 = 1. 376 507 40. 

(IV. 4) 

This result is consistent with the fact that in Table V, 
when n = 10, the value of E: "(n + ~ )-l/3 has already become 
1. 376 948. 

N ow let us choose q(x) in (IV. 2) to be 

q(x) == ~z + 1JX4; (IV.5a) 

we can discuss the small A case with the 

~=1 and 1/=2X; (IV.5b) 

we can also discuss the large X case by choosing 

~ = X-2/3 and 1/= 2. (IV. 6) 

Equation (IV. 2) becomes the elliptic integral 

or 
n + ~ + O(l/n) = (2V la/n) fo"°[(x~ _ x2)(x2 + xf) J 12 dx, 

n +~ + O(l/n) = (3n1/)-1[(u3/4 + ~Ul/')K(k) 
_ 2~Ul/4E(k)], {IV. 7) 

where x~ and xf are defined by 

X~}='FJ...+ (-h+ J.1.n)l/Z, 
xf 21/ 4" 1/ 

u=(~z+41/J.1.n)' 

kZ=Hl- ~(~Z + 41/J.1.n)"1 IZ], 

(IV. 8) 

{IV. 9) 

{IV. 10) 

and K{k) and E{k) are the complete elliptic integrals of 
the first and second kinds, respectively. With the 
choices given by Eqs. (IV. 5) and (IV. 6), J.1.n "" 2En in our 
case. 

In the large J.1. regime the elliptic integrals can be 
expanded yielding a series in J.1.n• If only the first few 
terms are retained one can solve for J.1.n "" 2En in terms 
of n as is done in the Appendix. In our case, we find the 
form (Ill. 9) with the limits of Q n and f3n as n - 00 given 
by 

= O. 268 055493, (IV. 11) 

b = limf3n==- (1/32) + 6-rr'/[r (i") Jij = - 0.011 674 983. 
n-~ 

{IV. 12) 
These numbers are very close to those in Table V for 
n=10. 

A still further improvement can be made by noting 
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that in Titchmarsh's formula (IV. 2) the combination 
(n +~) is corrected by a term of O(l/n) which he has 
not calculated. Let us suppose that 

n +~ + O{l/n) == n +~ + 6/(n +~) + O(l/nZ) (IV. 13) 

and we use our numerical data to find the coefficient 6. 
If we let the constant in Eq. (IV. 4) be C, then 

1)==lim(n+~)[(E:n/C)3/4_ (n+~)]. (IV. 14) 

Our numerical data for E:n for n == 0, 1, ... , 10 of Table 
W yields the results in Table VI from which we acquire 
the estimate 1)=0.026 50. 

We thus find that for the quartic oscillator with poten
tial energy V(x) == Ax' the energy levels are 

En= Al/3i(3'/3~/[rm]8/3H(n +~) + O. 026 50(n +~)_1 

(IV . 15a) 

= A1/3(1.876 507 40)[(n +~) +0. 026 50(n +~)-1 + ... ]4/3. 

(IV . 15b) 
This formula yields two figure accuracy when n is as 
small as 1, three figure when n = 2, four when n = 3, 
etc. When combined with 

Eo = O. 667 986 2592X1/3, E1 = 2. 393 644 02X1/3, 

Ez = 4.696 795 39Al/3 
(IV. 16) 

we have very accurate results for all energy levels of 
a quartic oscillator with A> O. 

The energy levels for our general oscillator with both 
quadratic and quartic contributions to the potential en
ergy are given in the large n, large A regime by 

E == Xl/3 r C (n +.! +~ )4/3 + a(n +1.)2/3x-2/3 
n ~ 2 n +2' 2 

+ bA-l/3 + ... ]. {IV. 16a) 

where C, a, band 1) are given by (IV.4), (IV. 11), 
(IV. 12) and (IV. 14), respectively. While our asymp
totic expressions were derived for large values of n 
(say > 8) they are very accurate for n even as small as 
3. When A is small and n is large, series expansions in 
A diverge and Pade approximants converge rather slow
ly as do expreSSions such as (n. 24) unless X < O. 2. 
However, the elliptic integral scheme described below 
converges rapidly. 

The elliptic integral formula (IV. 7) can be used most 

TABLE VI. Estimates of {j from Eq. O:V.14>' 

n 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

{j 

0.04071118 
0.021 443 93 
0.026 352 50 
0.026275 77 
0.026 387 73 
0.02643328 
0.026459 77 
0.026 476 49 
0.02648763 
0.02649536 
0.02650119 
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effectively by noting that n being a function of En is 
equivalent to En being a function of n. Consider an ar
bitrary sequence of choices of En' These give rise to 
a succession of corresponding values of n + t which gen
erally would not be half integers. If one wished for a 
given A to determine with some accuracy the mth energy 
level (with m "large"), one would choose the two values 
of En1 and En2 which yielded values of n1 < m < n2• Since 
in our model E", lies between E"l and En2, a first esti
mate of m could be determined. The process could be 
repeated until m + t was sufficiently well approximated 
so that one would have a value of Em to the accuracy 
required. Since, this procedure is a numerical one and 
does not involve an expansion in any parameter, Eq. 
(IV. 7) can be used with either the choice (IV. 5b) or 
(IV.6). If (IV, 5b) is used, the numbers En represent the 
energy levels, while if (IV. 6) is used the energy levels 
are A1 13 multiplied by the appropriate En. 

For a fixed n the large A and small A regimes can be 
identified by examining the combination (~2 + 81)En) which 
appears in various terms in Eq. (IV. 7) as some 
function 

Since one can write 

~2+81)E ::::{~2[1+81)En/~2J 
n 81)En[ 1 + ~2 /81)EnJ , (IV. 17) 

the manner in which various series expansions are to 
be made depend on whether 

En<~2/81) or En>~2/81). (IV. 18) 

If we identify ~ = 1 and 1)= 2A, then the regime of small 
A corresponds to 

En < 1/16A, and large A to En> 1/16A. (IV. 19) 

If A= 0.01, and in the small A regime En'" (n +t), the 
energy level n to which the small A regime would end 
would be that for which 

n +t < 100/16 "'6.25- (IV. 20) 

would be violated, i. e., when n is about 6. The larger 
the quantum number n of an excited state the greater 
the root mean square displacement of the oscillator 
from equilibrium and the more important the anharmo
nic term .\x4 becomes in determining the motion. Hence 
it is natural to expect that with increasing A the critical 
number n at which the large A regime becomes appro
priate decreases. These statements are bourne out in 
Table II where various analytical approximations to the 
energy levels are compared with exact resultso 

Thus, to summarize, we have the following simple 
formulas or iteration schemes for all regimes of (it, n): 

Small It 

Large It 

Small n 

Eqs. (n. 21)-(11. 23) 

Eq. (III. 9) 
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Large n 
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APPENDIX 

Consider 

H=t(p2 + ~X2) + 1)X4. 

If we choose 

~=A-2/3, 1)=2, 

the elliptiC integral iteration formula is 

1 (1) (~2+41)/-L )3/4 H~2+41)/-L )1/4) n + - + 0 - = n + n K(k2 ) 
2 n 3711) 3711) 

_ 2H~2+41)/-Ln)1/4 E(k2 ) 

3711) 
(A1) 

where /-Ln = 2En, En being the nth energy level of H, and 

(A2) 

Denoting K(tj by K o, and E(t) by Eo, to the order ~2, 
we have 

( 
2) _ ~(2Eo - Ko) ~2K 0 

K k -Ko- (e + 41)!Ln)1I2 + 8(~2 + 41)!Ln) (A3) 

where we have used the formulas 

aK(c) ---ac- = [E(c) - (1- c)K(c) ]j2c(1 - c) , (A4) 

aE(c) [ ] ---ac-= E(c)-K(c) /2c. (A5) 

Similarly, 

( 2) HEo-Ko) 
E k =Eo-2(~2+41)!Ln)1!2+'" (A6) 

Substituting (A3) and (A6) into (A1) and expanding in 
powers of ~, then retaining terms up to ~2 only, we get 

(A7) 

Letting x '" !L~ 1 4, (A 7) is a quartic equation in x. Solving 
for x, letting!Ln = 2En in the end and noting that 

Ko=h-1/2[r(-m2 (A 8) 

and 

2Eo - Ko = 2713/2[r(t )]-2, 

we find 

+ b"A-4/3 + ... 

where 

C==34/3 712[r(t)]-S/3= 1. 376 50740 ... , 

a = 4 . 32 13~[r (t) ]-16 13 = O. 268 055 493 ... , 

b = 6714[r(t)]-S - (1/32) = - O. 011 674 983· ... 

(A9) 

(A10) 

(All) 

(A12) 

(A13) 

WKB elliptic integral methods have also been used 
by Mathews and Eswaran12 for the quartic anharmonic 
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oscillator and by Lakshmanan and Prabbakaran13 for the 
sextic one. In the quartic case Mathews and Eswaran 
have explicitly derived the equivalent of our large and 
small X limits but they have not obtained series expan
sions such as (A10). 
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Moment inequalities for ferromagnetic Gibbs distributions * 
Charles M. Newman 

Department of.Mathematics, Indiana University, Bloomington, Indiana 47401 
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Moment inequalities analogous to Khintchine's inequality (for sums of independent Bernoulli random 
variables) are obtained for a certain class of random variables which naturally arises in the context 
of ferromagnetic Ising models and </>4 Euclidean (quantum) field models in a positive external field. 
These results extend ones obtained previously which applied only to- the mean zero (vanishing 
external field) case. 

1. INTRODUCTION 

Throughout this paper we consider finite collections 
of (spin) random variables {Xj : j-= 1, •.• ,N} whose joint 
probability distribution von mN is of the form: 

1 (N N ) N v(x" ••• ,xN)=-zexp ~hJxj+ ~ Jl,kX j Xk IIpj(xj ) (1.1) 
Jol J"'kol j=1 

with JJk?- 0, hj ?- 0, and each PJ an even probability mea
sure such that 

J exp(bx2) dPi (x) < 00 'fI bE JR. (1.2) 

When Pj (x) = [o(x - 1) + o(x+ 1)J/2 for all j, (1.1) is 
the Gibbs distribution of a spin-t ISing model with pair 
ferromagnetic interactions J jk , in a positive external 
magnetic field h

J
• Distributions of the form (1. 1) also 

arise naturally as lattice approximations to Euclidean 
(quantum) field theories; for example, the lattice ap
proximation to an a¢4 + b¢2 - M¢ Euclidean field model 
yields 

dpJdx= exp(- aj x
4 

- bj x
2

) for each j. 1 

We define F(r)=logE(exp[X(r))), where X(r)=L;rjxj • 
The Griffiths-Kelly-Sherman inequalities2

-4 state, 
with no further restrictions on the p/s, that, for any 
choice of m, n, ji' ko 

E(X ••. X )?- 0 
111m (1.3a) 

and 

E(X. ... X. X ... X )'?- E(X . ... x. )E(X ... X ). 
111m kl kn 111m kl kn 

(1.3b) 

In particular this shows that aF/arj ?- 0 and a2F/ar1ark 
?- 0 when r?- 0 (i. e., when ri?- O'fl d. 

For certain choices of Pi' including both spin .. t 
models and a¢4 + b¢2 - jJ.¢ lattice approximations,5 the 
Griffiths-Hurst-Sherman inequality; states that for any 
i, j, k, 

a3F ::---:--::--..; 0 when r?- O. 
arjarjark 

(1. 4) 

The following simple proposition will then apply to the 
random variable X(r) when r?- O. 

Proposition 1: If X is any random variable such that 
E(exp(rX»", exp[F(r)] < 00 'fI r and such that F(3)(r)"; 0 
'fI r ?- 0, then 

E(exp(rX»"; exp[rE(X) + ?a2(X)/2] (1.5) 
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for r'?- 0, where a2 (X) = E(~) - [E(X»)2 is the variance 
of X. 

Proof: By Taylor's theorem 

F(r) = F(O) + F (O)r + tF" (0)r2 + (1/3! )F(3) (S)r3 (1. 6) 

for some SE [O,r]. Now F(3)(S)"; 0 for s?- 0 so that F(r) 
";F(0)+F'(O)r+tF"(0)r2. Since F(O)=n, F(O)=E(X), 
and F" (0)= a2(X), the proof is complete. 

In Ref. 7, it was shown by means of the Lee-Yang 
theorem (see Sec. 3) that when hJ = 0 'fI j in (1.1), then, 
for any ZE a:N , 

IE(exp[X(z)J)!..; exp[tE(X(IRezl )2)], (1. 7) 

where I Rez I denotes (I Rez 11 , ••• , I RezN I ) E JRN. The 
following theorem ext-ends this result to nonzero hj and 
gives a simpler proof even in the h j '" 0 case. 

Theorem 2: If the GHS inequality (1. 4) is valid for the 
{X,rdefined by (1.1) (with J jk , hj?-O), then, for any z 
E a:N

, 

! E(exp[X(z)J) I 

..; exp[E(X(1 Rez!))+ ta2(X( I Rez I»]. (1.8) 

Proof: The left-hand side of (1.8) is, of course, 
bounded by E(exp[X(Rez)]), which, by expanding in terms 
of the moments of X(Rez) and using (1. 3a), may in turn 
be bounded by E(exp[X( I Rez I)]). The right-hand bound 
of (1. 8) is then obtained by applying Proposition 1 to X 
=X(IRezl ). 

Remark 1: A simple symmetry argument shows that 
Theorem 2 is still correct when h j ..; 0 'fI j, providing that 
E(X(IRezl» in the right-hand side of (1.8) is replaced 
by its absolute value. 

It was shown in Ref. 7 that for hj '" 0, not only is in
equality (1. 7) correct, but in addition 

(1.9) 

for r?- 0 and any m = 2, 3,'" • For a spin-t model with 
J

j 
'" 0, (1. 9) is a statement about linear combinations of 

B~rnoulli random variables and is just Khintchine's in
equality (Ref. 8, Chap. 5). A direct consequence of 
(1.9) (Ref. 8, Chap. 5) is the existence (for O<p<oo) 
of positive constants A~ and Bp depending only on p {with 
B

2m 
= [ (2m)! /2mm ! ]1/2". t such that 

(1.10) 
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where IIXlip denotes the p-norm [E(IXIP)]l/P• 

Now, a natural conjecture from (1.8), is that by 
analogy with (1.9), we should have for hJ ~ 0 that 

In /21 

O';;E(X(rr).;; 1-2 2~k'(n~2k)' [E(X(r»:r-~[ua(X(r))Jk 
(1.11) 

for r ~ 0 and any n = 1, 2, 3,···, where [n/2] denotes 
the greatest integer.;; n/2; a further conjecture would 
be that (1.11) could be strengthened to yield point cor
relation inequalities (such as in Ref. 7, Eq. (3.3». 
Unfortunately, we have not been able to obtain either of 
these very strong results; instead, we do derive that 
(1. 9) [and consequently (1.10)] is still valid in the hJ 
~ 0 case (see Theorem 4 below). The remainder of this 
paper is concerned with the derivation of this and other 
results and an application of them to the construction 
of ¢4 Euclidean field models: in Sec. 2, we define and 
study random variables of type Lo and, in Sec. 3, we 
show that for general Ising models obeying the Lee
Yang theorem, X(r) is of type Lo for r ~ O. 

2. RANDOM VARIABLES OF TYPE L 0 

Definition: A random variable X will be said to be of 
type L 0 if, for some real C, C', 

IE(exp(zX»I.;; Cexp(C' Iz 12) 1I ZE 0:, (2.1) 

and the zeroes of E(cosh(zX» are all pure imaginary. 

We recall from Ref. 7 that a random variable X of 
type L is one satisfying (2.1) with E(X)=O and with the 
zeroes of E(exp(zX» pure imaginary. It was shown in 
Ref. 7 that such an X is necessarily even so that random 
variables of type L are exactly those of type L 0 which 
are also even. The following trivial proposition allows 
us to extend many of the results of Ref. 7 to the class 
Lo· 

Proposition 3: If X is of type L 0, and W is a Bernoulli 
random variable independent of X, then WX is of type 
L. 

Proof: This follows immediately from the fact that 

E(exp(z WX» = E(exp(zX) + exp(- zX»/2 

= E(cosh(zX». (2.2) 

The cumulants un (X) of a random variable X may be 
obtained from the relation 

E(exp(zX)>=exp(tu (X)z~). 
n-1 n n. (2.3) 

We define modified cumulants u~(X) by the relation 

E(cosh(zX)}=exp (tu9 (X)Z",); (2.4) 
n-1 n n 

thus u;"..1=0, z4=E(X2), U:=E(X1)-3[E(X2)]2, etc. It 
is, of course, clear that for X even, u:(X)=un(X). Al
most all the results of Ref. 7 for random variables of 
type L can be extended to those of type L 0 (with certain 
obvious modifications); the following theorem gives only 
the most interesting of these. 

Theorem 4: If X is (ilf type L 0' then 1I z E 0: 
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IE(exp(zX»I.;; 2E(cosh[(Rez)X]) 

.;; 2 exp[ IRez 12E(X2)/2]. 

In addition, for any m = 1, 2, ••• , 

0.;; E(,X2"'),;; [(2m) '/2"'m! ][E (,X2)J"', 

E(,X2m-1)';; E( I X 12"'-1) 

(2.5) 

(2.6) 

.;; [(2m)!/2"'m ')1-1/2"'[E(X")](2m-U/2, (2.7) 

and 

0.;; (- l)"l-iu;"'(X)';; [(2m) '/2"'m J[E(,X2)]"'. (2.8) 

Proof: We let Y = WX as in Proposition 3 and note 
from (2.2) and (2.4) that E(X2m)=E(}'2m) while t4",(X) 
=~(y). Thus (2.5), (2.6), and (2.8) follow from the 
analogous results for Y (Ref. 7, Theorems 4 and 5). 
(2.7) is a special case of (1.10) and follows from (2.6) 
together with the fact that IIXllp is increasing with p so 
that (IIXII 2m_1)2m-1 .;; (IfXII

2m
)2m-1 • 

The next theorem is a fairly simple corollary of 
Theorem 4. A more sophisticated version for use in 
constructing quantum field models is given at the end 
of Sec. 3. We write X", "!.. X when the probability distri
bution of X", converges weakly to that of X or equivalent
ly when E(exp(iyX",» - E(exp(iyX» for all real y. 

Theorem 5: If {X",} are random variables of type Lo 
such that ECX!).;; A independent of m and if X'" !:. X, then 
E(exp(zX",» - E(exp(zX» uniformly on compact subsets 
of 0: and X is of type L o' 

Proof: The bound on E(X!) implies by (2.5) that 
I E(exp(zX

ttl
»I .;; 2 exp(AI ZI2/2) independent of m. Since 

E(exp(zX",)/ was already assumed to converge for pure 
imaginary z, Vitali's theorem implies uniform conver
gence on compacts for both E(exp(zX",» and E(cosh(zX",» 
(Ref. 9, Sec. 15.3) and also the estimate (2.1) for X. 
By Hurwitz' theorem (Ref. 9, p.205), the zeroes of 
E(cosh(zX» must be pure imaginary, which completes 
the proof. 

3. INEQUALITIES FOR ISING MODELS AND 
¢4 FIELDS 

In this section we consider random variables {x
J
r:a1 

whose joint probability distribution is given by (1. 1) 
with J'k ~ 0, h, ~ 0, and each Pj an even probability mea
sure satisfying (1. 2) and such that 

J exp(zx)dPJ (x) == 0 => z == iO! for some real O!. (3.1) 

A general version of the Lee-Yang theorem (Ref. 10, 
Theorem 1.1) implies that under these circumstances 
E(exp[zX(r)J) for r ~ 0 has all its zeroes in the closed 
left half-plane and that the zeroes are pure imaginary 
when hj =0. 

n is possible to obtain a factorization for E(exp[zX(r)J} 
(when hJ ~ 0) analogous to that of (Ref. 7, Prop. 2) and 
to then show directly that X(r) is of type L o. That tech
nique, however, is quite lengthy, aad there is a much 
Simpler method due to Griffiths2,6 of introducing a 
"ghost" spin which has the effect of replacing the origi
nal hJ ~ 0 ISing model with a new hj = 0 model. The fol
lOwing proposition is a version of Griffiths' method. 

Proposition 6: Suppose Xu ' ••• ,XN have the joint 
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distribution II given by (1.1) (with each PJ even) and W 
is a Bernoulli random variable independent of {XJ}; 
if we define Yo= W and YJ = WXJ (j= 1, ••• ,N), then 
{Yj : j = 0, ••• , N} have the joint probability distribution 
ii on ]RN +l with 

V(Yo," "YN)=Zl exp( t Jj"yjYk\ IT p/Yj ), 
J .. hO ,; j.o 

(3.2) 

where Joo=O, Jok=hu and Pu(y)=[o(y -l)+o(y + 1)]/2. 
Further, XJ = WYJ (j = 1, ••• ,N) so that for any m = 1, 
2, ... and any choice ofju" .,j2mE{1, ••• ,N}, 

E(Xil " 'XJ2m)=E(Yj1'" Yj2m ), 

E(Xj l' •• XJ2m_1)= E(YOYiI ••• Yj2m-1)· 

(3.3) 

(3.4) 

Proof: From (1.1) and the evenness of the p/s, we 
have 

E~XP(~ZJYj\)=~ 6 E(exp[zoll+aX(z)]) 
\" j_o ;j ad1 

= ~ 6 exp(zoll) f exp (t z (ax) 
a= ±l Z J i =1 J J 

+ thja(ax.) + t (axj )(ax,.») IT PJ (a (axJ » 
J 01 1 J "k=1 J =1 

= f exp C~ ZjYJ) dV(Yo, ••• ,YN)' 

This proves (3.2) while (3. 3) and (3.4) follow from the 
fact that WYJ=~XJ=Xj (j=l, ••• ,N). 

We note- that since J Ok = h,. in (3.2), we have J}k ~ 0 
(j ~ k = 0, ••• ,N) whenever hk ~ 0 V k and JJk ~ 0 (j ~ k 
= 1, ••• ,N). It thus follows from (3.3) that any cor
relation inequality involving only even correlations which 
is true in ferromagnetic Ising models with hJ :; 0 is 
necessarily also valid with hJ ~ O. We also note that with 
hJ' JJk ~ 0 and with (3.1) satisfied, L AJ YJ is of type L 
for7 AJ ~ 0 so that by (2.2) we have the following result. 

Theorem 7: If {XJ: j= 1, ••• ,N} have joint distribu
tion (1.1) with hJ ~ 0, JJ,. ~ 0 and each PJ an even prob
ability measure satisfying (1.2) and (3.1), then for any 
choice of AJ ~ 0 (j = 0, ••• ,N), Ao + L AJXJ is of type L o' 

The next theorem is an extension of (Ref. 7, Theo
rems 8 and 9) to the case of nonzero external field; it 
is an immediate consequence of Theorems 4 and 7 above 
together with the proof of Ref. 7, Theorem 9. 

Theorem 8: With the same hypotheses as in Theorem 
7, it follows that for any z, Z1, ••• , 'l!' E a;N and any A 
E]RN with A

J 
~ 0 V j, 

I E(exp[X(z)]) I ~ 2E(cosh[X( I Rez I)]) 

~2exp[E(X(IRezl)2)/2] (3.5) 

while 

where D2m = (2m)!/2mm! and D2m_1 = (D2m )1-1/2m; in 
addition, 

(_l)m-lu~m(X(A.)~ O. 

(3.6) 

(3.7) 

Remark 2: It follows from (3.3) above that the con-
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jectured point correl"ation inequalities given in Ref. 7, 
Eqs. (3.3) and (3.4), would immediately extend to the 
hJ ~ 0 situation providing that the Ursell functions in Ref. 
7, Eq. (3.4), were replaced by modified Ursell functions 
defined in analogy with (2.4). 

Remark 3: We include (3.5), which is weaker than 
(1. 8), in the statement of the theorem above since it is 
not known whether all ISing models satisfying the hy
potheses of Theorem 7 must necessarily obey the GHS 
inequality (1.4). The GHS inequality does not follow 
from the spin-i approximation of Ref. 10, Theorem 
2.3, because of the exp(inj1Tu/2) factors used there [see 
Ref. 10, Eq. (2.3)]. Examples of measures which satis
fy (3.1) but for which "physical" (nJ :; 0) spin-i ap
proximations are not known include dp/ dx = const exp(- A 
coshx) forlO A > 0 and dp/ dx = const (1 - r) ("-2) /2 on the 
the interval [-1,1] for d> O. The latter example is, 
for d an integer, the one-dimensional marginal distribu
tion of uniform surface measure on the d-sphere (in 
]Rd.l); a physical spin-i approximation is known forll d 
=2. 

Our final result (Theorem 9) is an application of 
Theorem 8 to the construction of a</>4 + b</>2 - J.I.</> 
Euclidean field theories as limits of lattice approxima
tions; it strengthens the original results of this type by 
Glimm and Jaffe12 and is an extension of Ref. 7, Theo
rem 10, which only applied to even </>4 models (J.I. = 0). 
For the sake of convenience, we state the results only 
for </>4 models rather than for general random fields 
satisfying the Lee-Yang theorem where a clearly analo
gous theorem would apply. Theorem 9 follows imme
diately from Theorems 2, 5, 7, 8, and the proof of Ref. 
7, Theorem 10. 

By a random field </>(f) (indexed by f in some topologi
cal vector space F) we mean a linear mapping from F to 
random variables on some probability space such that 
</>{f,) - </>(/) in probability as fa - fin F. As in Ref. 7 
we consider a l.attice approximation Ising model as a 
random field </>(/) indexed by f in the Schwartz space 
5 (lR") with </>(/)=IJ(wj)XJ for some specified {wj : j=1, 
... ,.N} C lRd (see Ref. 7 for further details). 

Theorem 9: Suppose {</>,.} is an infinite sequence of 
random fields which are lattice approximations to a d
dimensional a</>4 + b</>2 - J.I.</> Euclidean field theory with 
a>O, J.I.~O. If 

(3.8) 

for some fixed 5 -norm II' II, then (3.8) also holds with 
II • II taken as 

(3.9) 

for some choice of C and s. In addition, there exists 
a subsequence kJ - 00 and a random field </> indexed by 
f E F, the Banach space of continuous functions with 
finite II • II-norm, such that 

E(exp(</>(/)]) = lim E(exp[</>k (/)]) 
j-'" j 

(3.10) 

and 

E(</>{fl)' •• </>{fn» = ~i_~ E(</>kJ (fl)' •• </>kJ (fn» (3.11) 

for any f, f l , ... '/nE F. Further, E(exp[</>(/)]) is an 
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entire functional on F (i. e., for f = Z 1fl + ••• + z"J". with 
any m and any choice of~ E F, it is entire in Zl' ••• ,z",) 
satisfying 

*SUpported in part by NSF MPS 74-04870. 
tF. Guerra, L. Rosen, and B. Simon, "The P(I/»2 
Euclidean quantum field theory as classical statistical 
mechanics," Ann. Math. (to appear). 

I E(exp[cp(j)]) I ~ exp[E(cp(1 Refl» + o2(cp(1 Refl »/2] (3.12) 

and 

2R.B. Griffiths, J. Math. Phys. 8, 484 (1967). 
3D. G. Kelly and S. Sherman, J. Math. Phys. 9, 466 (1968). 
4J. Ginibre, Comm. Math. Phys. 18, 310 (1970). 
5B. Simon and R. B. Griffiths, Comm. Math. Phys. 33, 145 

(1973). 

(3.13) 

where D is as in (3.6). Finally, if f:a> 0, then cp(j) is a 
n 

random variable of type L 0 so that Theorem 4 applies; 
in particular, 

(3.14) 

6R.B. Griffiths, C.A. Hurst~ and S. Sherman, J. Math. 
Phys. 11, 790 (1970). 

7 C. M. Newman, "Inequalities for Ising models and field 
theories which obey the Lee-Yang theorem," Comm. 
Math. Phys. (to appear). 

8 A. Zygmund. Trigonometrical Series (Cambridge U. P. , 
Cambridge, 1959), new ed., Vol. I. 

9E. Hille, Analytic Function Theory (Ginn, Boston, 1962). 
tOC.M. Newman, Comm. Pure Appl. Math. 27, 143 (1974). 
l1R. B. Griffiths, J. Math. Phys. 10, 1559 (1969). 
t2J. Glimm and A. Jaffe, Phys. Rev. Lett. 33, 440 (1974). 
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